Educational Interactive Storytelling for Narrative Comprehension and Recall in Dyslexic Children: Employing a Mythic Narrative Structure

Abstract

Dyslexia has a significant impact in the development of literacy skills, which represent a crucial factor in success at school. Analyzing oral traditions in their function to preserve cultural capital, we come upon interesting similarities with study patterns used for and by dyslexic children, in their effort to understand and use written material. In this paper we outline a framework for the design of interactive systems, related to educational interactive storytelling, which aim in the development of literacy skills through narrative comprehension and recall in dyslexic children. We will examine a cognitive model of narrative comprehension, review a set of study skills for dyslexic children and propose a narrative framework based on the structure of the monomyth together with a teaching and assessment method. Finally, we will present the basic structural components for the construction of a prototype interactive storytelling system.

1. Introduction

Dyslexia has a significant impact in the development of literacy skills, which represent a crucial factor in success at school (Reid, 2009). The demand to develop literacy skills dominates the school curricula, which are usually either content- centered or instructor-centered (Prensky, 2007). In this thesis the focus will be on a framework that employs a user-centered approach that potentially combines the importance of content, an interactive system and the involvement of instructors and students.

The deciphering aspect of reading presents a special difficulty in the dyslexic students and has been approached by a number of studies and educational software and games (Lange, McPhillips, Mulhern, & Wylie, 2006), (Beacham, Szumko, & Alty, 2003). Moreover, even when the decoding process and the working memory are controlled properly by the students, deficits in reading comprehension still remain (Kate Cain, Oakhill, & Bryant, 2000), (Kate Cain, Oakhill, & Bryant, 2004), (Nation & Snowling, 1998). For this reason the following proposed design framework for educational interactive storytelling leverages higher-order cognitive processes concerning narrative comprehension and recall. This thesis is concerned with narrative rather than expository text because it is the primary genre of oral discourse and also considered the easiest to recall (Arthur C. Graesser & Ottati, 1996), (Rubin, 1997).
Goals and objectives

Methodology

Thesis outline

2. Narrative comprehension and recall

Definitions of narrative and story
Narrative has a close correspondence to everyday experiences in contextually specific situations [construct infer Britton & Pelligrini 1990, Bruner 1986, Kintsch 1980, Nelson 1986, Schank 1986]. Both narrative and everyday experiences involve people performing actions in pursuit of goals, the occurrence of obstacles to goals, and emotional reactions to events (Arthur C. Graesser, Singer, & Trabasso, 1994). Knowledge about these actions, goals, events, and emotions are deeply embedded in our perceptual and social experience because it is adaptive to understand the actions and events in our social and physical environment.

Narrative is a significant literature genre and we can find it from the primary oral cultures to the high literacy of the information age (Ong, 2002). In a way, narrative dominates in all forms of artistic expression, even in the most abstract ones. In scientific works we can observe the narrative of the observations behind every scientific abstraction. Behind every saying, every aphorism, every philosophical rumination, and every religious ceremony, we can find the recollection of human experience, unfolding in time and withstanding some form of narrative manipulation. Language and knowledge come from human experience, and the elementary way to process verbally this experience, is to describe it in the way that, more or less, exists in reality. One way to accomplish this is through the development of a narrative plot.
While in the course of this thesis the terms narrative and story will be used for defining approximately the same element, it is rather important to distinguish them, as the final concern of this work will be to produce an interactive storytelling application; that is the products of the application will be interactive stories. However, in the research of narrative comprehension and recall, this kind of specification is rarely made, and it would not be useful to narrow down the spectrum of the employed research. Thus, the research elements involving comprehension and recall will focus on narratives and the elements concerning the framework for producing the interactive material will focus on stories. 

Miller (Miller, 1998) gives the following definition for the elements that comprise a narrative: first of all, there must be an initial situation, a turn that leads to a change or reversal of that situation, and a revelation that becomes possible due to the change/reversal. Secondly, there must be some use of personification so that character is developed through signs (e.g. the letters in a written narrative, the intonation patterns in an oral narrative). No matter how important plot may be, without personification there can be no storytelling. Third, there must be some patterning or repetition of key elements.

According to Miller’s definition, Salen and Zimmerman identified the following elements that comprise a narrative:

Situation: a sequence of events changing through time.

Character: the narrative is produced through a system of representation (this element bears no relation with the character in a narrative, e.g. the protagonist).

Form: the representation is consisted by the repetition of patterns (this is true in the material form as well as in the conceptual themes).
Although Miller’s definition does not distinguish between narrative and story, it provides some key elements. However, his definition does not take into account the notions of causality, that plays an important role in a narrative.

Thorndyke (Thorndyke, 1975) defines a narrative passage as: “a connected discourse depicting a set of temporally sequenced events that are related within a unifying context. The sequence of events may describe or imply local causal constraints that interrelate the events in the sequence. In addition to sequentially occurring events, the narrative may contain in the text stative predictions or other descriptive information”. He gives the following example of a narrative material, taken from Rumelhart [ibid 1975]:

Maggie was holding tightly to the long string on her beautiful balloon. Suddenly, a gust of wind caught it. The wind carried it into a tree. It hit a branch and burst. Margie cried and cried.

The sequence of events in this narrative, are fixed by the temporal and casual relations among them. If the sentences were placed in a random order the passage would make no sense at all. 

Thorndyke also gives the following definition for stories: “the term story refers to the class of narrative passages having a simple plot structure in addition to the temporal and casual narrative structure”. The plot structure of stories in his definition consists of a setting, a goal or problem-solving theme, which is stated near the beginning of the passage, an episode sequence that consists of attempts to achieve the goal, and a resolution of the problem. The addition of plot structure to a passage involves the identification of a main character (or main characters), and the occurrence of a succession of events revolving around the character’s attempt to achieve the goal. The elements of problem-solving and actor intentionality into the story provide an additional level of organizational structure not present in narrative.

This simple plot framework is found in numerous narratives genres, for example in the structure of anecdotes, televised dramas, cultural folktales, and children’s stories. Several researchers have provides a detailed specification of the plot structures for various collections of cultural folktales, including Russian folktales (Propp, 1968), (Lakoff, 1972), Eskimo folktales (Colby, 1973), and Aesop’s fables (Rumelhart, 1975). 
Interactive narrative

Research approaches on narrative comprehension and recall
Comprehension has traditionally been one of the elusive constructs, especially in cognitive science [ construct infer Kintsch 1980, Schank 1986, Weizenbaum 1976, Winogard & Flores 1986]. It is perhaps impossible to propose a definition that is complete and that would be accepted by all researchers in all disciplines (Arthur C. Graesser et al., 1994). However, everyone agrees, in the case of written language, that comprehension consists of the construction of multi-level representations of texts. Comprehension improves to the extent that the comprehender constructs more levels of representation and more inferences at each level. Some researchers have enriched the definition of comprehension by adopting a “systemic” perspective that appeals to the notion of harmony (i.e., congruity, compatibility, and synchrony). One sense of harmony addresses the global coherence of a narrative. Comprehension succeeds when there is harmony among explicit ideas within the story [construct infer Britton & Eisenhart 1993]. A second sense of harmony addresses the compatibility among the three major components of a communication system: the author, the text and the reader [construct infer Britton & Gulgoz 1991, Rosenblatt 1978, Tirney & Shanahan 1991]. Thus, comprehension succeeds to the extent that there is harmony among three representations:

· The author’s (or narrators) intended meaning of the narrative.

· The explicit narrative.

· The comprehender’s constructed meaning of the narrative.

Writers compose the content and wording of a text in service of their communication goals, whereas readers (or listeners) attempt to recover the writer’s goals during comprehension (Arthur C. Graesser et al., 1994). Comprehension breaks down to the extent that there is discord among the author’s intended meaning, the explicit narrative, and the omprehender’s constructed meaning. In the following paragraphs some research approaches in narrative comprehension will be discussed.
Interactive approach

The interactive approach analyses narrative comprehension in relation to the activity of narrating, which is perceived as an interactive process between the narrator and the listener (Decortis, 2004). Narrating is thus performed by at least two persons (e.g. two children, one child and one adult, etc.) and both persons are equally important. The concept of an individual person is not important in comparison to the interactive situation in which the person becomes an integrated part (Quasthoff, 1997). Bamberg argues that in the process of narrating, only the child can be viewed as a developing unit, increasing his or hers communicative competence. Still, this function is only a component in the integrated whole of the interactive situation (Bamberg, 1997). The interactive approach presents a holistic perspective in the comprehension of narrative.
However, concerning the fact that this thesis is concerned with the comprehension and recall of students with learning disabilities (dyslexia), this approach cannot account for the difficulties encountered by the children. The focus of the interactive approach is far too wide to provide for teaching strategies in comprehension and recall.
Constructivist approach

In this approach the child is considered as an active learner, learning linguistic structures that will be used for interpersonal and social structures. Bamberg (Bamberg, 1997) states that in the constructivist approach the person is actively involved in the construction of meaning in life experiences through participation in linguistic practices.

The constructivist theory has been quite influential in recent comprehension instruction theories. It views the reader/listener as one who brings a unique knowledge base to the reading of a text and ends with a unique understanding of the text [Inst in Read Comp Au & Carroll 1997, Rosenblatt 1978]. The instruction is typically organized around discussion, in which students contribute their individual interpretations (Williams, 2005). The teacher’s role is that of a facilitator, who contributes her own interpretations without forcing them on the students.

This sort of instruction is relatively unstructured. It presumes that all students have stable knowledge bases and interpretations to begin with, so that discussions in a class can effectively modify and refine the interpretations and understanding of individual students. Williams argues that such an approach cannot fully meet the needs of students with learning difficulties.
Socio-cultural approach

In the socio-cultural approach the content and the form of narratives pre-exist as images, models and meaning in the larger context of the culture where they have been constructed (Decortis, 2004). 

Semantic approach

The semantic approach to narrative comprehension lies mostly in the significance of the surface code and the textbase of a given story. The focus here is on the content of a narrative rather than its structure. Kintsch [cognit str in hsc 1974] defined that the unit of representation in narrative material is the proposition. He represented an entire text as an ordered list of propositions composing a connected graph structured only by means of a repetition rule. The only determiner of the underlying representation of a narrative’s text structure is the argument repetition. The same argument in successive propositions gives continuity to the textbase by linking together the propositions with shared arguments. This kind of approach however, does not provide conceptual mechanisms for the representation or integration of the inferential information common to most narrative discourses (Thorndyke, 1975). Similar studies by Crothers [ibid 1972] and Meyer [ibid 1974] are also unable to represent complex structural characteristics of text. Many narrative discourses contain structuring in the plot sequence involving the problems that character’s in a story face, intentional and motivational actions, and comparisons of event outcomes to the initial problem. These approaches do not account for these factors.
Cognitive approach

The cognitive approaches of narrative comprehension focus in the mental representations of narrative events in terms of goal-directed actions (Decortis, 2004). They investigate the cognitive abilities responsible for the organization of content (goals, actions and outcomes) and structure (mostly the episodic structure). The importance of these approaches lies in the development of functions for telling goal-directed sequences of actions. Storytelling is considered the result of organizing the flow of information in mental schemas (mental representations). A “good” story from the cognitive point of view must take into account goal-based actions (Stein & Glenn, 1979), (Mandler & Johnson, 1977) and must include:

· An animate protagonist capable of intentional actions.

· The explicit desires and goals of the protagonist.

· The actions performed by the protagonist in order to achieve his goals.

· The outcomes of the attainment or non-attainment of the above goals.
The cognitive approach to narrative comprehension also takes into account certain elements from semantics. Cognitive models of comprehension [learning disailities Perfetti et al. 2005] include processes related to the surface code (decoding, accessing word meaning, and syntax), to building text-based representations (pronominal reference, deriving word meaning from context, making bridging inferences within the narrative), and to constructing a mental model of the situation described in the story (using general knowledge to make inferences, integrating the goals of the reader/listener).
Narrative comprehension

The goal of this section is to investigate some important aspects of narrative comprehension, primarily through the prism of cognitive psychology. Although the research on narrative comprehension and recall is tightly linked, and in some cases difficult to distinguish, this part of the dissertation will focus primarily on comprehension aspects. The aspects of narrative recall will be discussed in the next section.
A cognitive model for narrative comprehension

Narrative comprehension mechanisms which readers employ are quite stable among individuals within and between cultures (A. C. Graesser, Olde, & Klettke, 2002). These cognitive processes contain six levels of discourse structure (Arthur C. Graesser, Olde, & Klettke, 2002), (Zwaan & Radvansky, 1998): the surface code (the exact wording and syntax of the explicit text or the intonation patterns in the case of oral narrative), the textbase (the meaning of the explicit propositions in the narrative (Britton & Black, 1985), (Arthur C. Graesser & L. F. Clark, 1985), (Kintsch, 1974)), the situation model (the mental micro-world describing the narrative), the thematic point (the moral or premise of the story), the agent perspective (the narrators point of view) and the genre (the specific category of narrative under consideration). These levels need to interact gracefully with each other and for none to dominate. In order to facilitate synchronous interaction among the constraints, placed by these six representational levels, the conversions of a genre can be used (Arthur C. Graesser et al., 2002).

In distinguishing the importance of the levels, for each level we observe that: 

· The cognitively represented actual wording, syntax and propositions used in storytelling do not remain long in memory. The surface code lasts in memory less than a minute and the textbase for approximately an hour (Kintsch, 1998), (Arthur C. Graesser & Nakamura, 1983). 

· The situation model consists of a deeper level of representation than the surface code and the textbase; it directly influences the processes of inference and recall and it is close to our current computational models of narrative generation (Niehaus & Young, 2005). Active focusing and inferencing improves the reader's comprehension and recall regarding the series of narrative events (Myers, Shinjo, & Duffy, 1987). 

· Although the process of acquiring the thematic point can have a significant influence in narrative comprehension and recall, it is generally very difficult for many children to construct a theme during and after reading.

· The agent perspective is not often salient in the mind of the reader; children potentially construct multiple agents in their cognitive representations.

· The conventions of a narrative genre can guide both the creation and the comprehension of narrative material. The notion of genre is thoroughly analyzed in a following section.

Although every level of the cognitive model should be accounted for when developing a narrative framework, for the reasons stated above focus on the situation model is given. In the following paragraphs, every level of the cognitive model will be reviewed, except for the situation model, which will be described in detail in a following section.

Surface code:

Textbase: the textbase provides a shallow representation of the explicit text but does no go the distance in capturing the deeper meaning of the text (Arthur C. Graesser et al., 1994); deeper comprehension is achieved when the comprehender constructs causes and motives that explain why events and actions occurred.
Thematic point: the moral or premise of a story (Arthur C. Graesser et al., 2002). Generally it is very difficult for many children to construct the theme spontaneously during comprehension, or in some cases after the comprehension is completed as well (Seifert, McKoon, Robert P. Abelson, & Ratcliff, 1986), (S. R Goldman, 1985), (Williams, 1993). However when an appropriate theme is identified it plays a significant role in the comprehension and recall of story events (Narvaez, 1998), (Williams, 1993). The developmental studies of Lehr [instr in read comp 1988] have shown that even preschool children can identify theme concepts such as friendship or courage in stories, providing that they are given simple tasks like sorting or matching. The studies of Williams [ibid author] have shown that older, poor readers could benefit from systematic instruction on theme identification and could potentially  apply themes from stories that had not been seen during instruction. Deeper comprehension can be achieved when the reader infers the global message or point of a story (Arthur C. Graesser et al., 1994).
Agent perspective: this level of representation is not very noticeable in most readers. Comprehenders usually construct multiple agents in their cognitive representation of the narrative (H. H. Clark, 1996), (Arthur C. Graesser, Bowers, Olde, & Pomeroy, 1999), (Keysar, 1994). Graesser, Olde and Klettke (Arthur C. Graesser et al., 2002) argue that the perspective of the narrator is salient in the reader's mind in the order of second-person, first-person and third-person perspectives.

Genre:
The situation model

When a person reads a narrative to acquire meaning from it (in contrast to proof-reading for example), he must go beyond the text surface representation (or the intonation patterns in the case of an oral narrative) (K. Cain, 2009). He has to construct a representation that relates the ideas and concepts expressed in separate clauses and sentences. By establishing how the ideas of the narrative fit together as a whole, the reader/listener achieves “global coherence”. The representation of the situation that the comprehender has constructed is called “situation model”. These kind of meaning-based representations are lasting in memory and can be retrieved several days after the information was presented.

The situation model is a mental representation of the state of the narrative world. A large part of its content involves background world knowledge, relevant to the explicit text. It is coherently organized by formulating themes and messages that transfer information to the reader (Arthur C. Graesser et al., 2002).

The situation model consists of five dimensions (Niehaus & Young, 2005), these dimensions are described bellow along with their affects on narrative comprehension and recall:

Space: the physical layout of the narrative world. Readers tend to focus on areas that are closer to the protagonist (Wilson, Rinck, Mcnamara, G.H. Bower, & Morrow, 1993). During the formation of spatial situation models the readers find it easier to recall spatial relationships in the order of vertical, depth, and horizontal (H. H. Clark, 1973).

Time: the timeline of the narrative and the sequence in which the events of the narrative are presented. When invents in the narrative are distanced by time the temporal situation models that contain them are separated and the inferencing of their events is difficult and time consuming (Zwaan & Radvansky, 1998).

Causation: the cause and effects of the events in the narrative. Low casual relatedness produces low recall, moderate casual relatedness produces high recall and high casual relatedness produces low recall. Moderately pairs of events enable readers to from inferences about their relations (Myers et al., 1987).

Intentionality: the goals and motives of the characters in the narrative. Readers focus on goal-related information, especially on the events that take place before goals are realized, and are able to remember this information better (Zwaan & Radvansky, 1998). When goals in a narrative are implicit readers form inferences to determine the intention behind actions. The intentions dimension follows the same curvilinear relationship to recall as the causation dimension (Arthur C. Graesser et al., 2002). Actions or objects are recalled more easily when they are related to more intentions. This connection persists up to the point of knowledge saturation (the point where readers stop the formulation of inferences due to mental load) (Myers et al., 1987). 

Protagonist and objects: the main and lesser characters of the narrative along with objects, which the characters come in contact with (Arthur C. Graesser et al., 2002). The effects in inference and recall in the other dimensions are increased with proximity to the protagonist. Readers form inferences on the protagonists but also on elements related to them (Niehaus & Young, 2005).

For a student the reading time may increase whenever a narrative faces a break in coherence or in the continuity of these dimensions (Zwaan, Magliano, & Arthur C. Graesser, 1995), (Zwaan & Radvansky, 1998) and each dimension influences directly the processes of comprehension and recall of the narrative (Niehaus & Young, 2005).
Inferences

The elements that comprise the situation model (the representations of people, setting, actions and events) are mentioned either in explicit clauses, or they are filled in inferentially by world knowledge (Arthur C. Graesser et al., 1994). When an individual reads a novel, several classes of knowledge-based inferences are potentially constructed during comprehension. These inferences may relate to:

· The goals and plans that motivate characters’ action.

· Characters’ knowledge and beliefs.

· Traits and emotions.

· The causes of events.

· Properties of objects.

· Spatial relationships among entities.

· Expectations about future episodes in the plot.

· Referents of nouns and pronouns.

· Attitudes of the writer and emotional reactions of the reader.

Some of these inferences are normally generated on-line (i.e., during the course of comprehension), while others are normally generated off-line (i.e., generated during a later retrieval task but not during comprehension). Beside the knowledge based inferences there is a vast number of shallow-level inferences that are needed to elaborate linguistic code and explicit propositional code. Most of these shallow-level inferences are also generated on-line [construct infer Frazier & Flores d’Arcais 1989, Perfetti 1993, Swinney & Osterhout 1990].

The constructionist theory embraces the principle of “search (or effort) after meaning” [construct infer Bartlett 1932, Berlyne 1949, 1960, Spiro 1980, Stein & Trabasso 1985]. This principal has three critical assumptions:

· The reader goal assumption: the comprehender constructs a meaning representation that addresses his or her goals. These goals and meaning representations are normally found at the deep levels of processing (e.g., semantics and the situation model) rather than shallow levels (e.g., wording and syntax).

· The coherence assumption: the comprehender attempts to construct a meaning representation that is coherent at both local and global levels. Local coherence refers to structures and processes that organize elements, constituents, and referents of adjacent clauses or short sequences of clauses. Global coherence is established when local chunks of information are organized and interrelated into higher order chunks.

· The explanation assumption: the comprehender attempts to explain why actions, events, and states are mentioned in the story. These explanations involve naive theories of psychological and physical causality in an effort to achieve coherence in understanding. 

Thus, the reader or listener attempts to construct a meaningful situation model that addresses his or her goals, that is coherent, and that explains why actions, events, and states are mentioned in the narrative. According to this constructionist theory, the inferences that are generated on-line are not generated under all conditions of comprehending a story. Comprehenders abandon such attempts under one of the following conditions:

· If the comprehender is convinced that the narrative is “inconsiderate” (i.e., lacks global coherence and a message).

· If the comprehender lacks the background knowledge that permits the establishment of explanations and global coherence.

· If the comprehender has goals that do not require the construction of a meaningful situation model (i.e., proofreading or checking for spelling errors in the case of a text narrative)

These knowledge-based inferences are critical building blocks in the situation model that comprehenders construct. 

Knowledge-based inferences are constructed when background knowledge structures in long-term memory are activated, and a subset of this information is encoded in the meaning representations of the story. The meaning representation includes both the textbase and the situation model [constr infer Kintsch 1988, 1992, 1993, Kintsch, Welsch, Schmalhofer & Zimny 1990, Schmalhofer & Glavanov 1986, van Dijk & Kintsch 1983]. The background knowledge consists of specific and generic knowledge structures that are relevant to the narrative. The specific knowledge structures include memory representations of particular experiences, of other narratives and of previous experts of the same narrative. The generic knowledge structured packets of generic knowledge, such as story schemas (the notion of story schemas will be discussed in a following section). 

When a background knowledge structure is very familiar and therefore over-learned, much of its content is automatically activated in working memory at very little cost of processing resources [ibid Graesser & Clark 1985, Kintsch 1988, 1993]. When a knowledge-based inference is directly inherited or copied from a background knowledge structure, the process of incorporating it into the meaning representation of the narrative imposes small or intermediate costs to working memory. However, sometimes a novel knowledge-based inference is constructed. A novel inference is a product of several incremental, cognitive cycles of searching memory and collecting information from multiple information sources [Just & Carpenter 1992]. The novel knowledge-based inferences are believed to place more burdens on working memory. A potential inference has a lower likelihood of being generated on-line to the extent that its generation imposes greater demands on working memory (Arthur C. Graesser et al., 1994). 

Graesser, Singer and Trabasso, in their constructionist theory of inference generation, propose that during comprehension there are 13 classes of knowledge-based inferences. These classes are described bellow:

1. Referential: a word or phrase is referentially tied to a previous element or constituent in the narrative (explicit or inferred).

2. Case structure role assignment: an explicit noun phrase is assigned to a particular case structure role, e.g., agent, recipient, object, location, time.

3. Casual antecedent: the inference is on a casual chain (bridge) between the current explicit action, event, or state and the previous passage context. This class of inferences explains why an action event, or state is explicitly mentioned in the narrative. For example, the event of a character being ill is explained by the casual antecedent “the character went bankrupt”.

4. Super-ordinate goal: the inference is a goal that motivates an agent’s intentional action. For example, the super-ordinate goal of “getting revenge” motivates the action of a victim killing a villain, thus, getting revenge explains why the victim kills the villain.

5. Thematic: this relates to the main point or moral of the story. These inferences integrate major chunks of the story or convey the point of a message. For example a story might be an instantiation of the premise “practice what you preach”.

6. Character emotional reaction: the inference is an emotion experienced by a character, caused by or in response to an event or action.

7. Casual consequence: the inference is on a forecasted casual chain, including physical events and new plans of agents. These inferences do no include however the character emotions found in class 6.

8. Instantiation of noun category: the inference is a sub-category or a particular exemplar that instantiates an explicit noun or an implicit case role that is required by the verb.

9. Instrument: the inference is an object, part of the body, or resource used when an agent executes an intentional action.

10. Subordinate goal-action: the inference is a goal, plan or action that specifies how an agent’s action is achieved.

11. State: the inference is an outgoing state, from the frame of the narrative, which is not causally related to the story plot. The states include an agent’s traits, knowledge, and beliefs, the properties of objects and concepts, and the spatial locations of entities.

12. Emotion of reader: the inference is the emotion that the reader experiences when reading or listening to a narrative.

13. Author’s intent: the inference is the author’s attitude or motive in writing.

The inference classes 1, 2, and 3 are needed to establish local coherence, whereas the inference classes 3 and 4 are critical for establishing explanations. Classes 4,5 and 6 are important for establishing global coherence. Classes 7 through 11 are elaborative inferences that are not needed for establishing coherent explanatory meaning representations. Classes 12 and 13 address the pragmatic communicative exchange between reader (or listener) and author.

A further distinction between the knowledge-based inferences is that of the text-connecting and extratextual inferences [constr infer Graesser & Bower 1990, Singer & Ferreira 1983, Trabasso & Suh 1993]. In the case of a text-connecting inference, the current clause being comprehended is related to a previous explicit statement in a narrative text (Arthur C. Graesser et al., 1994). The previous statement is reinstated (i.e., activated or reactivated) and is inferentially linked to the current clause. The referential inferences (class 1) are always text-connecting inferences. In the case of extratextual inferences, the inference is copied or derived from generic and specific knowledge structures that are relevant to the explicit narrative text.

The previously describes class taxonomy does not include some classes of inferences that are normally difficult to generate and are therefore off-line. First, there are logic-based inferences, which are derived from systems of domain-independent formal reasoning, such as propositional calculus, predicate calculus, and theorem proving [ibid Newell & Simon 1972, Rips 1990]. Second, there are quantitative inferences and statistical inferences that are products of complex formulas and mathematical procedures [ibid Kahneman, Slovic & Tversky 1982]. These inferences are usually very difficult to generate [ibid Briner 1986, Graesse & Clark 1985, Kintsch 1993, Schank 1986], however, this does not mean that these inferences are never generated during the comprehension of narrative text [ibid Lea, O’Brien, Fisch, Novek & Braine 1990].

Narrative recall

In the following review of research on narrative recall, the most significant factor to be considered is that of story structure, rather than content. Thorndyke (Thorndyke, 1975), argues that memory for a narrative passage depends critically upon the amount of identifiable organizational structure in the material. In this section, the mental representation of narratives will be investigated along with some widely recognizable narrative structures. Some aspects, on narrative comprehension, such as the formation of inferences, will also be discussed, as they relate to the functions of memory.
Meaningful units in narrative recall

Readers or listeners of a narrative may exhibit selective or elective losses or transformations of this story’s meaningful units in recall (Denhière & Le Ny, 1980a). They present a relative importance that they attach to these units.

Losses or modifications of meaningful units in a narrative can be attributed to the stages of separate hearing or reading and reporting. These successive stages are:

1. Comprehension (including identification of units in the surface text, constructing the meaning of every sentence and intentional memorization of text units).

2. Conservation.

3. Report (including retrieval of stored semantic and phonemic information and oral or written production)

The meaningful units (propositions) of a narrative that a reader or listener constructs are hierarchized in accordance to a general dimension called «constant relative importance». At any time the most important units will always persist in memory, while the less important ones will disappear in an ordered manner (Denhière & Le Ny, 1980b).

The internal preexistent organization of a comprehender’s mind determines all the selective and elective phenomena that affect the meaningful units of a given narrative. These semantic structures can be taxonomized in two main classes (Denhière & Le Ny, 1980b):

Affective-motivational structures: this class refers to preferences, likes, dislikes, and attractions or aversions. In other words it concerns choices or rejections of meaningful information contained in a narrative. It also relates to affective attitudes that a reader/listener has towards or against the referred character, objects or events in the story.

Cognitive structures: this class relates to the several levels of organization in a person’s semantic memory, permitting it to collect, process, conserve and retrieve information. The class can be further analyzed n five levels: (a) semantic features, (b) word meanings (or in the broader sense, concepts), (c) semantic propositions, (d) sentence-meanings and (e) text-meanings.
Story schemas

Research on narrative recall has suggested that memory for stories depends on the development of an organizational framework within which the events of the story are interrelated (Thorndyke, 1975). One of the earliest studies on memory of narrative was conducted by Bartlett [cogni struc in hsc 1932], who described the types of information recalled by subjects from a passage, at various intervals of delay. He argued that remembering involved the reconstruction of ideas in memory from a few details and an organized array of information, or schema. He explained the inaccurate and distorted nature of the recall protocols he obtained from his subjects, by the assimilation of new information into an existing schema. This process makes the incoming information lose its original surface identity. Pompi and Lachman [ibid 1967] and Lachman and Dooling [ibid 1968] in their studies of narrative recall concluded that the meaning of a discourse is stored as “surrogate structures” consisting of themes, images, or schemas. Sulin and Dooling [ibid 1974], using bibliographical passages in their study, reported that narrative passages are stored in schematic form and are assimilated into other knowledge about the theme over time.

The learning of narrative material is influenced by the active processing decisions of the comprehender. However, the organization of a narrative text also affects the comprehensibility and learning of that material (Thorndyke, 1975). Comprehension of linguistic information involves the establishing of syntactic and semantic relationships among the linguistic elements in the incoming stream, identifying a context within which the incoming information is consistent, integrating the information into existing memory by creating appropriate memory structures and internal mental representations, and implicitly accessing the incoming information on some dimension (truth-validity, grammatically, meaningfulness, well-formness, etc.). These processes are affected by the structure of a story. For example, a simple 1000-word fairy tale will be better comprehended by a small text with randomly organized words. The difference in the comprehension processes, of those two texts will be, in a great degree, due to the different text structures. Comprehension of narrative material consists mostly of the attempts of individuals to match features of the story structure to prototypical internal representations of knowledge and structure.
In the comprehension and memory for stories, individuals use knowledge that consists of stereotypical abstractions of concepts and situations (Thorndyke, 1975). Zwaan and Radvansky argue, that story schemas can form the building blocks for the construction of situation models (Zwaan & Radvansky, 1998). According to Rubin (Rubin, 1997):
· A piece matching a schema will facilitate a more accurate recall in order and in content.

· Changes in information will make recall more like the information contained in the schema.

· Schema-based inferences will be formed about omitted material.

· Information that the schema determines is more important and will be better recalled.

Features related to prototypical information about a concept, can be altered to fit the characteristics in the schema for that concept (Thorndyke, 1975). A schema for a concept encodes a description for a the concept, starting with an invariant structure common to all cases in the domain, and adding specific characteristics according to the unique properties of the particular concept in question. The information provided about a concept by its schema includes: 

· Declarative and procedural knowledge about the concept, including the important structural and semantic properties of the concept, 

· Its super-ordinate concept in a generalization hierarchy, 

· Important relations between the schema and other schemas, 

· Procedures for recognizing the applicability of the schema to particular observations

· And procedures for how to employ the schema when it is recognized or “instantiated”.
The following part outlines some properties of story schemas in narrative comprehension and recall, as outlined by Thorndyke (Thorndyke, 1975).

Generalization hierarchy: schemas are arranged in memory in a generalization hierarchy. The hierarchy contains schemas for both general concepts (e.g., story, prose passage) and specific objects (e.g., a particular story). Schemas are connected by ISA links to their more general or super-ordinate schemas. The most crucial aspect of this hierarchy is the inheritance of properties by schemas. Any property true for a schema is also true for its sub-ordinate schemas, unless explicitly contradicted at a lower level.

The representation of important parts: each schema represents a description of the concept to which it refers. At the upper levels of the generalization hierarchy, a schema description is representative of a class of objects and the common characteristics of that class. At the bottom of the hierarchy a description applies to a unique object and the properties observed in the specific occurrence of that object. The elements of these descriptions are those properties that are important and central to the identity of the described concept. Each of these important elements, called slots [ibid Minsky 1975] or IMPS [ibid Winorgad 1975], encodes information, which bears a special relation to the frame in which it appears. These IMPS are themselves schemas with their own internal structure and important properties. For example, the IMPs of a story frame may include Title, Background, Topic, Body and Ending. The fillers for each of these IMPs are descriptions of the information that may be used to specify that property of the frame. The fillers for the story IMPs are schemas denoted by their schema names. For example, the filler for the background IMP is Setting, which is actually a schema of its own, and consequently the Setting schema has as its IMPs Time, Location, Characters, and a Sequence Position in the story, which re filled by descriptions providing the semantic constraints on those elements in any story.

Further specification and instantiation: moving down the generalization hierarchy from a schema specifies itself and its IMPs even more. Further specification of IMPs occurs as a result of the fact that each IMP is itself a schema with a place in the generalization hierarchy. The instantiation of a schema involves the production of a given concept’s description, by substituting real properties of the concept with prototypical ones provided by the schema. For example, when a particular story is encoded a schema for that particular story is created in which the default or prototypical structure inherited from the Story frame is modified to fit the particular characteristics of that story. Thus, the general schemas encode a grammar to produce the representation of a particular story conforming to that grammar.

Prediction and inferencing: the generalization hierarchy and instantiation procedure provide a mechanism for prediction in the identification of properties of an observed concept. The predicted description of a prototype schema can be used to guide the collection of observations for IMP instantiation. When features of an observed concept cannot be determined because of missing information, the prototype schema through the process of inheritance, supplies default values for these features. For example, in the instantiation of the Setting schema, the IMP filler for Location is specified as a place.

Thus, the process of reading and understanding the story in real-time, consists of the attempt to match story schemas being created for incoming propositions to the general structural schemas for the various story parts. These processes and story-part schemas are held in short-term memory or some active processing buffer such that these attempts are done on the fly or can be activated very rapidly if required. When an incoming story matches up readily with a standard, well-learned story schema hierarchy, the details of the particular story can be easily plugged into the general structural framework and comprehension of and memory for the story will be enhanced. To avoid confusion, it is important to distinguish the concept of story schema with the previously discussed situation model. The distinction can be conceptualized as one between types (schemas) and tokens (situation models).

Two important classes of story schemas are scripts and story grammars. Some important characteristics of these two frameworks will be discussed bellow.
Scripts: “a script is a predetermined, stereotyped sequence of actions that defines a well-known situation” (Schank & R. P Abelson, 1977). Scripts represent stereotyped casual chains (Trabasso & Sperry, 1985), (Trabasso & van den Broek, 1985). They contain information about form and content applicable only to a specific domain of knowledge. Rubin (Rubin, 1997) argues that if the actions in a script are presented in their normal order (as opposed to a scrambled order) students can better recall the material. 

Story grammars: the research on story grammars evolved from the work of cognitive psychologists and anthropologists who observed that when individuals recall stories they have read or heard, their retellings follow a common pattern, that is unrelated to age or culture. This pattern is the story grammar (Dimino, Taylor, & Gersten, 1995).
Stories contain both structure and content. In general the structure of a story may be characterized independently of its semantic content, and thus the two could be manipulated separately (Thorndyke, 1975).

Story grammars describe the global, formal structure of stories without concerning about their content. Story grammars for specific genres contain rules that apply to the form, or style, of a story, but not to the semantic context, however the rules apply in the context of certain semantic features (Rubin, 1997). They also indicate the repetition of episodes in the hierarchical structure of the story.

Although it is impossible to write a complete grammar specifying all possible story structures, people seem to have a consistent and correct notion of a structurally “grammatical” or well-formed story, and distinguish one that does not fit this structure (Thorndyke, 1975).
In its simplest form, story grammar involves articulation of (Dimino et al., 1995):

· The main character,

· His or hers problem or conflict,

· His or her attempts to solve the problem,

· And the chain of events that lead to a resolution. 

Story grammar also includes analysis of how characters react to the events in a story and articulation of the story’s theme or themes.

Psychological macro-structures

After Propp’s (Propp, 1968) morphological study of the Russian fairytale, the structuralist school of linguistic and literary studies [relative imp of mean un: Barthes 1966, Bremond 1966, 1973, Genette 1966, Greimas 1966, Todorov 1966, 1969] have examined that in a given culture, many narratives have common content structures. This fact can either mean that the authors of these narratives have common mental structures, which in result lead them in the creation of structurally similar stories, or that the listeners/readers of those narratives have common mental structures which in turn make the authors favor such structures (Denhière & Le Ny, 1980a). Another possibility is that these stories with the favored structures are the ones that survive time. 

A series of psychological studies have supported the idea that common mental structures control the comprehension and recall of narratives [relat imp of mean un van Dijk 1976, 1977, 1979, Glenn 1978, Kintsch 1974, Labov and Waletzky 1967, Mandler and Johnson 1977, Meyer 1975, Rumelhart 1975, 1977, Thorndyke 1977]. Kintsch and van Dijk [ibid 1975] have focused on the so-called “macro-structures”, in the comprehension, recall and summarization of stories. They argue that in a given population, a majority of people retains roughly the same fragments of information from a narrative. The most frequently reported meaningful units from a narrative could be traced back to the structure of a story-grammar (Denhière & Le Ny, 1980a). When people are able to identify a particular story as an example of a general, learned organizational framework, they employ that framework to comprehend and encode the information in a particular story (Thorndyke, 1975). People use such general structures during comprehension and recall of narratives as a technique for improving memory.
Regarding the origin of these structures Kintsch and Greene [Denhiere 1978] have disagreed with the idea that the macro-structures are inherent to the human mind. They supported this thesis with experimental results showing that a text borrowed from a foreign culture was less accurately recalled than a text belonging to the subject’s own culture. An opposing view will be discussed in following sections. Specifically the theories of Campbell (Campbell, 1993) and Jung (Jung, 1968), (Jung, 1991) suggest that common narrative structures and motifs can be observed in many cultures. These theories argue that the origin of these similarities lies in an unconscious heritage, the so-called collective unconscious.

These macro-structures can be observed in the mental functions of both children and adults. Experimental studies of Denhière [Danhiere Danhiere 1978a,b,c] show that the losses and the modifications in the recall of meaningful units from a narrative, did not prevent the content of the macro-structures from subsisting. According to the results of the above experiments, the 7-8 year old period seems to be the critical one for the emergence of the ability to report the content of the macro-structure. This fact can be explained by the children’s adoption of norms and criteria of choice that adults use (Denhière & Le Ny, 1980a). This may come from the children’s autonomous development, from incidental learning (or internalization) of adults’ norms, or from being such norms through school exercises. However, children start to develop an understanding in narrative long before schooling begins, through listening to stories and making sense of events in daily life (K. Cain, 2009). Preschoolers generate inferences as they strive to understand spoken and televised narratives. Even younger children start to monitor their own comprehension, when they detect alterations in the order of events, of their favorite stories. 

A paradoxical result can be observed in Denhière’s experiment with children and adults. In a task of reporting in priority the most important meaningful units (propositions) of a narrative, younger children did not report in priority the meaningful units they have judged the most important, rather they reported in priority the meaningful units which adults and older children have judged to be the most important. This fact could mean that the cognitive macro-structures already take an important part in younger children when they have to recall semantic information and to produce a new narrative as a report of a story. Thus a progressive homogenization of the way a narrative is appropriate by all the members of a given culture, can be observed. The internal homogenization of every individual in a culture may also take place (Denhière & Le Ny, 1980a).
The role of interactive narrative

Synopsis

3. Dyslexia and the acquisition of narrative comprehension and recall

Definitions of Dyslexia

Dyslexia is a multifaceted concept with many different dimensions, and cannot be represented as a single entity, and it is not caused by a single gene (Reid, 2009). For this reason, a single universally accepted definition has not yet been achieved. However, there is an agreement among researchers on a number of factors related to dyslexia. Everatt and Reid [Reid 2009] highlight the range of factors that are currently associated with dyslexia:

· Structural and functional brain-related factors.

· Genetic factors affecting the development migration of magnocells in utero and influencing their subsequent function.

· Genetic correlations.

· Procedural timing of sequences in task accomplishment.

· Processing speed.

· Inter-hemisphere transfer.

· Difficulty in automatizing skills.

· Working memory difficulties.

· Phonological deficit.

· Language features – orthographic transparency.

· Comorbidity between learning disabilities.

· Literacy achievement levels and the level of IQ in diagnosis.

These are some of the factors that influence the current understanding on dyslexia. Each factor can have an impact on how dyslexia is perceived and how assessment and intervention are portrayed. To review briefly some of the multifaceted aspects regarding the interpretation of dyslexia, some definitions given by major organizations associated with dyslexia will be given in the following paragraphs:

The International Dyslexia Association (IDA) [Adopted by the Board of Directors: November 12, 2002 www.interdys.org/ FactSheets.htm] definition of dyslexia is as follows:

“Dyslexia is a specific learning disability that is neurological in origin. It is characterized by difficulties with accurate and/or fluent word recognition and by poor spelling and decoding abilities. These difficulties typically result from a deficit in the phonological component of language that is often unexpected in relation to other cognitive abilities and the provision of effective classroom instruction. Secondary consequences may include problems in reading comprehension and reduced reading experience that can impede the growth of vocabulary and background knowledge.”
The British Dyslexia Association’s (BDA) gives the following definition [www.bdadyslexia.org.uk/whatisdyslexia.html, 2008]:

“Dyslexia is a specific learning difficulty which mainly affects the development of literacy and language related skills. It is likely to be present at birth and to be lifelong in its effects. It is characterized by difficulties with phonological processing, rapid naming, working memory, processing speed, and the automatic development of skills that may not match up to an individual’s other cognitive abilities. It tends to be resistant to conventional teaching methods, but its effects can be mitigated by appropriately specific intervention, including the application of information technology and supportive counseling.”

 The Task Force on Dyslexia gives the following definition [Reid Task Force on Dyslexia, 2001]:

“Dyslexia is manifested in a continuum of specific learning difficulties related to the acquisition of basic skills in reading, spelling, and/or writing, such difficulties being unexpected in relation to an individual’s other abilities and educational experiences.

Dyslexia can be described at the neurological, cognitive and behavioral levels. It is typically characterized by inefficient information processing, including difficulties in phonological processing, working memory, rapid naming, and automaticity of basic skills. Difficulties in organization, sequencing and motor skills may also be present.”

The four critical points that emerge from the above definitions are:

· A recognition that dyslexia is developmental.

· An understanding that the central characteristics relate to literacy.

· An appreciation that different and special teaching and learning approaches are necessary.

· An acknowledgment that there can be additional secondary factors associated with dyslexia.

The above definitions highlight some crucial aspects in the understanding dyslexia. However, it is important in the development of an educational framework for dyslexic children, to account for an operational definition as well. Reid (Reid, 2009) gives the following working definition of dyslexia:

“Dyslexia is a processing difference, often characterized by difficulties in literacy acquisition affecting reading, writing and spelling. It can also have an impact on cognitive processes such as memory, speed of processing, time management, co-ordination and automaticity. There may be visual and/or phonological difficulties and there are usually some discrepancies in educational performances.”

The main points in this definition are:

· Processing difference: this can relate to the differences between individuals and the need to use multi-sensory intervention strategies.

· Difficulties in literacy acquisition: this is one of the key areas as reading difficulties are the first signs that alert the teacher or the parent. These difficulties can be in the form of decoding and encoding, in the production of written output and in comprehension.

· Cognitive processes: learning and processing of information can be challenging for students with dyslexia. This refers to how information is processed, which affects memory, processing speed, the ability to retain and transfer information, to utilize prior learning and to develop automaticity. 

· Discrepancies in educational performances: this is often one of the most obvious indicators of dyslexia. There can be a difference between the reasoning abilities and the processing performances. Dyslexic students can solve problems and reason but often encounter difficulties in processing the information and accessing the information in order to help them solve problems. Discrepancies in different areas of performance can often be noted and often this is very obvious between written and oral work.

· Individual differences: students with dyslexia have individual learning difficulties. Not all dyslexics have the same profile, although they all can meet the criteria for dyslexia.

· Learning and work context: some learning and work contexts can bring up the individuals dyslexic traits while others can minimize them. However, tasks that involve some degree of creativity or visual processing may be easier. Getting the task and the environment right for learning is important and highly important for the person with dyslexia.

Implications on literacy development

Definitions of literacy are many and various and have been defined as the ability to read and write or extended to include the ability to calculate numbers or having a basic knowledge of mathematics and calculation. In line with these definitions, a child or adult who has difficulties with literacy might be described as a child or adult who has difficulties with basic reading and writing (Reid, 2009). As a result, in many societies difficulties in reading and writing can be the main barrier to being a literate citizen [Reid Wearmouth et al 2003]. This kind of definition of literacy implies that literacy is a set of technical skills involving the decoding of written text and the ability to write and produce written text. This kind of view implies that reading and writing can be considered to separate skills that can be evaluated and measured; as a result there seem to be different levels of literacy and different expectations of what being literate might entail. In this thesis the focus on literacy will be on reading, and more specifically on narrative comprehension and recall. Narrative comprehension may entail both reading a narrative and listening to one, however, since the reading aspect of literacy plays an important role in dyslexic children, its implications will be discussed below.

The reading process
Children acquire listening comprehension skills in the course of learning to speak. However, unlike language, reading is not a natural skill for humans [Reid Nicolson and Fawcett 1990]. According to Nicolson and Fawcett, humans are not evolutionary adapted to read, in fact few people could read at all until the last two or three hundred years. Decoding print is not a natural process in the same way as speech [Reid Liberman 1992]. The brain is specialized for processing spoken language, but not written language. In order for reading and writing skills to develop, written language must penetrate and gain a foothold in the mechanisms used by the brain to process speech. The elements of a writing system are related with many mental processes. Writing however must be internalized in order to affect these processes (Ong, 2002).

Reid (Reid, 2009) argues that reading must be seen in a much wider spectrum than the mere extraction of meaning from print. It is a dynamic and crucial aspect of learning, and reading can be a catalyst for the acquisition of language skills, social skills, critical thinking skills and social and cultural awareness. According to him, reading is an integral component of social and cultural development in most societies today. The culture of a society can be shaped through the use of books and the conventions of print.

According to Reid children with dyslexia rarely enjoy a written text. Reading is for them a very difficult and stressful exercise that requires precision and accuracy. Dyslexic children experience reading difficulties all through life (K. Cain, 2009). Reading comprehension problems also do not disappear with age. Poor comprehension may also have a significant impact on language and literacy development. Children who fail to understand adequately what they read probably will not have the motivation to read in their free time. As a result, they will get less practice in word reading and comprehension than their peers; they will also have fewer opportunities to acquire new vocabulary and knowledge. Their vocabulary development will suffer over time. The consequences of these un-remediated reading comprehension difficulties may expand beyond literacy skills and affect the ability to learn more generally. 
Reading is an interactive and reciprocal process (Reid, 2009). The more skills a child has access to, the more competent he or she will become, not only in reading as an activity but also in the development of the sub-skills of reading. However, the children who lack competence in reading sub-skills will not have ready access to print and are consequently deprived of an opportunity to develop these skills. This can have a disadvantageous effect on comprehension and other cognitive benefits derived from reading.

Learning to read requires a number of skills. Many of these are considered pre-reading skills and some develop as a result of reading itself. Being deprived of reading fluency can affect the development of many of the necessary sub-skills of reading. Ehri (Ehri, 2002) suggests that learning to read involves two basic processes: learning to decipher the print (this involves the transformation of letter sequences to familiar words) and understanding the meaning deriving from the print. Children must perform both processes, that is, acquiring meaning from a print while decoding is working out of awareness. 
Deciphering aspects of reading
The acquisition of phonological skills is important for successful reading, and some researchers believe that these difficulties are the cause of dyslexia (Reid, 2009). These difficulties in phonological processing, particularly the ones related to phonological decoding, have been a major distinguishing factor between dyslexics and non-dyslexics from early literacy learning to adulthood [Reid Vellutino et al 2004, Snowling 2000, Bruck 1993, Elbro et al 1994, Rack et al 1992]. Phonological awareness includes factors such as awareness and manipulation of speech at the word, syllable and phoneme levels. Hatcher and Snowling [Reid 2002] report that the most consistently reported phonological difficulties found in dyslexia are limitations of verbal short-term memory. These can be observed in difficulties in following instructions, memorizing lists, carrying numbers and in keeping up with dictation.

Early phonological training improves word literacy and reduces the likelihood of literacy difficulties [Reid Bryant and Bradley 1985, Elbro et al 1996]. Children who encounter difficulties in distinguishing sounds within verbally presented words would be predicted to have problems learning the alphabetic principle that letters represent sounds, and these would be the children who are most likely to be dyslexic (Reid, 2009).

Leikin and Zur Hagit [Reid 2006], argue that dyslexic readers encounter morphological difficulties in their deciphering of print. This deficit in morphological awareness contributes to reading independently from phonological awareness. The cause of these morphological and reading problems may be caused by phonological deficits. 

Hunt [2002], suggests that the decoding plays an essential part in the reading process, but it is only one aspect of a set of socio-cultural practices that also encompasses working out what the text means, knowing how to use the text in context and how the text has been constructed to produce specific effects on the reader. This implies that in order to become independent readers children with dyslexia need to become aware of these dimensions and questions the choices and assumptions that underlie the writer’s words; reading involves both “learning to read” and “reading to learn” (Reid, 2009). Therefore, the acquiring of reading skills must incorporate both the technical mastering of reading, and factors such as a comprehension. 

Comprehension aspects of reading
Reading comprehension cannot be explained solely on the basis of word recognition, oral language, and working memory. Even when decoding, basic language skills, and working memory are controlled, deficits in reading comprehension still arise (Fletcher, Lyon, Fuchs, & Barnes, 2006), [Cain, Oakhill & Bryant 2000, Cain et al 2004a, Nation & Snowling 1998] because of difficulties with discourse level skills involving inferencing, comprehension monitoring, text integration, and other meta-cognitive skills related to comprehension that are partly, but not completely explained by variability in working memory [ibid Cornoldi, De Beni & Pazzaglia 1996, Cain et al 2004a, 2004b].

Researchers (Kate Cain et al., 2004), (K. Cain, 2009) suggest that word-reading development requires different skills from those required for reading-comprehension development. Word reading ability can be mastered through verbal skillfulness, vocabulary, and phonological processing. Verbal ability and vocabulary knowledge are also important predictors of later reading comprehension.

For many years it was thought that once children master the skill of text deciphering, they would automatically and without specific instruction, be able to understand whatever they could decode (Williams, 2005). However, this is not the case. They are sources of comprehension difficulties that are independent of inadequate basic decoding and fluency skills, and researchers in education have recognized the need for a specific instructional focus on comprehension.

Comprehension strategies teach readers to derive more meaning from a text by engaging in intentional thinking. When people find difficulties in the process of reading a text, the application of strategic cognitive processes will improve their comprehension. Studies of Pressley and McCormic [instr in read for 1995] suggest that, when these strategies are applied, better comprehension follows. The goal of this sort of instruction is to teach readers to internalize the strategy so that its employment will become automatic (Williams, 2005). 

The process of comprehending text is dynamic and interactive (K. Cain, 2009). It involves several sources of information and knowledge. These sources include:

· Information provided by the writer.

· The reader’s linguistic, pragmatic and world knowledge.

· The reader’s memory for text that has been read thus far (the situation model).

Learning difficulties in narrative comprehension and recall

In this section an investigation on the dyslexic difficulties regarding narrative comprehension and recall will take place. Before getting to the particular difficulties in narrative material a discussion will be made concerning the learning process in dyslexic learners.
The learning process

Learning can be viewed as a process that takes place over time and involves a number of cognitive and thinking activities (Reid, 2009). There are three principal elements to learning: the input, the cognition and the output. 

· The input can be received in various forms (e.g., by hearing or speaking, by seeing events, print or illustration, by writing or experiencing through whole-body activities).

· Cognition occurs when the material is undergoing some form of change as the learner attempts to make sense of it.

· The output indicates the level of understanding that the learner has achieved with the new material.
Dyslexic learners can display particular difficulties in the input and output stages, and this can influence the cognition process, and as a result preventing the learner from obtaining a full understanding of the learning task. Burden [Reid 2002] suggests that the learning difficulties that arise in the input phase of information processing are due to the impulsive learning style of the dyslexic student, or due to a blurred or sweeping perception of incoming stimuli. Thus, at the initial and vital stage of learning there is a breakdown in the learning process, which can affect attention and make effective learning at the input stage less efficient. During the elaboration or cognitive phase, the learner may be unable to discriminate between relevant and irrelevant cues in defining a problem. This fact may result in inappropriate responses to a problem or excessive unnecessary elaboration. This excessive elaboration is often a compensatory mechanism because the student has not been able to grasp or access the key points. Dyslexic learners may sometimes not be aware of the audience or the purpose of the activity, and thus resulting in difficulties in the output phase.
Specific difficulties regarding narrative comprehension and recall

Children with learning difficulties, such as dyslexia are poor comprehenders. They have weaknesses on many language and cognitive tasks that influence their ability to construct a situation model of a narrative’s meaning (K. Cain, 2009). They may also have weak semantic and syntactic skills. They often exhibit problems in the processing of a story and cannot construct a situation model. Failures in processes related to the surface code, to building text-based representations, to the constructing a situation model, to working and long-term memory operations may lead to difficulties in comprehension (Fletcher et al., 2006). The higher-order cognitive processes concerning narrative comprehension and recall, which are affected by these difficulties will be discussed bellow:

Integration and inference

Integration and the drawing of inferences are necessary skills for accurate narrative comprehension (K. Cain, 2009). The reader/listener must integrate meaning across sentences and infer information that is omitted, in order to grasp the full gist of a narrative. Oakhill [Learning disab Oakhill 1993] argues that poor comprehenders understand literal or stipulated meanings provided by the surface code of the narrative text, but have difficulty making inferences that require interpretation or integration of text. Those inferencing problems do not reflect a fundamental inability to make an inference, but rather an inability to do so in the context of comprehension, and thus representing a strategic deficit.  Dyslexic children cannot generate inferences nor combine text information with their general knowledge of the world. They also exhibit inefficient information processing and difficulties in reading (Reid, 2009). When those children are asked questions regarding narratives, that require more than recall of simple facts, the difficulties seem more apparent.
Cain and Oakhill [learning disab 1999] found that prompting the poor comprehender to engage in a strategy that would support making an inference may lead to improved inferencing skills, and to a reduction of both working memory and meta-cognitive demands. Inferences can be evaluated depending on whether they involve (Fletcher et al., 2006): coherence, which are necessary for maintaining story coherence, and elaboration, which involves the process of elaborating on objects and people in the story.

Prior knowledge plays an important role in narrative comprehension and specifically in the process of inferencing. When inferences require the retrieving of knowledge from memory over time, a large processing burden is placed on the comprehender, while when the knowledge and text necessary for an inference is cued, the processing burden is reduced. Also, elaborative inferences are easier to make than coherence inferences when the processing burden is reduced, but more coherence than elaborative inferences are made in the context of narrative comprehension at all levels of comprehension ability (Fletcher et al., 2006).
Comprehension monitoring

There are several meta-cognitive processes that are used to control and check comprehension when reading and listening. Successful comprehension monitoring requires the reader or listener to identify inconsistencies in a narrative, gaps in understanding, or the need to seek information from other parts of the story[ learning disab cataldo & Cornoldi 1998]. Skillful readers are able to monitor their comprehension as they process a narrative. In the case of a written story, a good reader is able to notice when her situation model requires additional processing, or re-reading, or if an inference needs to be drawn (K. Cain, 2009). Dyslexic children have weak meta-cognitive skills and are not able to monitor their own comprehension. They may fail to notice if two lines in a text state contradictory information.

Knowledge and use of macro-structures

Good comprehenders are often aware of a narrative’s macro-structure. Narratives typically comprise a goal-directed, casually and temporally related sequence of events. Macro-structure awareness provides a framework for the identification and integration of important information (K. Cain, 2009). Good comprehenders actively seek to clarify the purposes or task demands through self-questioning prior to reading the given materials and evaluate their own comprehension of materials read [learn disab Wong 1991]. 

Dyslexic children however, have difficulties in the organization and sequencing of information, as well as in the memorization of rules and patterns (Reid, 2009). This fact can be observed in the retelling of a story. When asked to tell a story about a general topic a dyslexic child will produce a poorly structured story. It tends to be made up of lists of events with no obvious goal. In contrast, good comprehenders are more likely to produce narratives with clear casual structure, in which events happen for a reason and characters develop goal plans to achieve certain aims. Children who struggle with comprehension are less aware of genre and story structure variation. They do not attend to this type of information, but do respond to efforts that attempt to teach them about story features and how attending to these features facilitates comprehension [learning disab Perfetti et al 2005].

Memory

The aforementioned processes are the ones that directly contribute to the construction of a situation model (K. Cain, 2009). However, narrative comprehension (and of course narrative recall) and the skills that support it are dependent on memory. Dyslexia is essentially a difference in processing information and cognitive factors such as memory and speed of processing difficulties are important at both the cognitive and the educational level (Reid, 2009).

Short-term memory enables the reader/listener to store and recall short pieces of information. It is useful for processing long or complexly structured sentences. Short-term memory is often poor in children with word reading difficulties.

Working memory refers to the type of memory involved in the simultaneous processing and storage of information, and many comprehension processes rely on it. For example, the integration of two sentences means a child must hold on to the meaning of one sentence as he reads another sentence. Both listening and reading comprehension make demands on working memory as a storage resource in which words and sentences are held for more extended processing and integration with prior knowledge and as a mental workspace in which previous interpretations of text can be revised in relation to incoming information (Fletcher et al., 2006), [ibid Barnes et al in press]. Dyslexic children are often characterized by deficits in working memory (Reid, 2009). Several studies suggest relations between verbal working memory and comprehension and show that working memory is impaired in poor comprehenders [ibid Stothard & Hulme 1992, Nation et al 1999]. 

In order for words and phrases to be memorized, they first have to enter short-term working memory, so that they can be transferred to long-term memory [Reid Dal 2008]. At a later stage they must then be recalled into working memory to be assembled into coherent messages, an important cognitive ability which is seen as a necessity for developing the learner’s mental schemas. Dyslexic students are likely to have difficulties in these stages and will require consolidation.

Researchers suggest that poor comprehension on the tasks of integration and inference, comprehension monitoring and knowledge and use of macro-structures may be due to working memory limitations, even when decoding ability, verbal IQ, and vocabulary were controlled properly [learning disab Cain, Oakhill, Bryant 2004a], (K. Cain, 2009). Thus, working memory plays a central role in children with poor comprehension skills, as a mediator of poor reading and listening comprehension (Fletcher et al., 2006). In text narratives, poor comprehenders are particularly bad at spotting inconsistencies in text, especially when several lines of text separate the two contradictory sentences. When such a thing takes place, a reader can only notice that something does not make sense if it is possible to integrate information he has just read with his existing situation model in its entirety, rather than simply paying attention to the previous passage.
There is evidence that the reading development of dyslexic children can also be affected by long-term memory factors. These factors can account for many difficulties, such as: 

· Remembering instructions. 

· Remembering sequences.
· Remembering rules and patterns.

It is possible however to prevent memory from being a problem by ensuring that when setting tasks any unnecessary burden on memory is reduced. Similar considerations can be drawn to processing speed. Students with dyslexia have difficulties with:

· Handling time pressures.

· Working at a fast pace.

· Using efficient methods of learning.

· Completing work without the need to check, and re-check.
These factors must be taken into consideration when developing learning material for dyslexic children.
Aspects on teaching programs for dyslexic children
In this section, some important points on teaching programs for dyslexic children will be highlighted. Emphasis will be given on aspects that are more related to narrative comprehension and recall, as discussed in the previous section and in the previous chapter. Townend and Turner (Townend & Turner, 2000) propose that the basic principles of a teaching program targeted to dyslexic children should include:

Structure: the learning process should be performed in small coherent steps explicitly linked to each other.

A multi-sensory approach: the process should be active, interactive and multimodal (including visual, auditory, kinesthetic and tactile interactions).

Skill teaching: the program should not only include the learning of information but the learning of useful transferable skills as well.

Reinforcement: the learnt skills should be practiced and need to be stored in the long-term memory in order for the skill learnt to be recalled automatically.

Meta-cognitive aspects: this element involves thinking about thinking and the learners self-questioning how a particular response was arrived at. This component is essential for the bridging and transferring of knowledge and should be an integral part of every program.
These elements will be discussed in the following paragraphs.

Reinforcement
Children with dyslexia require additional time to develop automaticity in any skill, but particularly in literacy, and this factor needs to be considered in a teaching program for dyslexic children (Reid, 2009). One of the critical aspects of learning a skill is to make it automatic, so that one can do it fluently without thinking about it. 

Dyslexic children have difficulties making skills automatic [Reid Fawcett and Nicolson 1990]. Fawcett and Nicolson argue that automatization is a key requirement for reading, and dyslexic children, even when reading well, are less fluent, requiring more time and effort to read than would a non-dyslexic child of the same reading age.

In order to achieve automaticity, the dyslexic child requires a considerable amount of over-learning (Reid, 2009). Over-learning is necessary for children with dyslexic difficulties. The short- and long-term memory difficulties experienced by dyslexic children result in a need for considerable reinforcement and repetition. However, over-learning should not be seen as rote repetition of the material to be learned. Over-learning provides a good opportunity to employ a range of materials and a variety of techniques. The learning experience can vary through a number of games and “fun-type” activities that enhance automaticity. A multi-sensory mode of learning can also help the repetition of information to be presented in a variety of ways.
The repetitive activation of an idea, propositions or structure increases the speed of accessing it and the elements within it. An automated package of information (a schema, a stereotype, a knowledge structure) is holistically accessed and employed with a minimum cost of processing resources in the working memory (Arthur C. Graesser et al., 1994). Repetition and over-learning skills can help the child overcome difficulties in short-term memory. Repetion can also increase the speed of accessing knowledge structures (e.g., story schemas) and the elements within a knowledge structure. In the case of an automatized package of knowledge (e.g., a familiar generic knowledge structure), the content is holistically access and activated at little cost to the processing resources in working memory. 
Structure

The process of teaching needs to be structured, so that it can be easily grasped by the students [Reid Bruner 1965]. This organization of learning should be done at the planning stage so that structure is in place before learning begins. This is important to dyslexic students as they need a structure to be imposed at all stages of learning. However, this structure must not be restrictive, allowing the students to progress on their own.

The structured approaches in programs of work for dyslexic children usually provide a linear progression, thus enabling the learner to complete and master a particular skill in the learning process before advancing to a subsequent skill (Reid, 2009). This implies that learning occurs in a linear developmental manner and effective structure in a teaching program can reinforce the automaticity processes in learning new skills.

Crombie [Reid 2002b] however, suggests that structure requires much more than a delineation of the teaching order of the points that children must learn. Structure should also involve the learning experiences provided to the student. Thus, it is important to develop a framework to help provide an efficient structure. In such a framework it is important to take into consideration the various dyslexic difficulties. Reid and Green [Reid 2007a] suggest that the following points should be considered when developing programs of work:

· Is the font used large enough and clear enough for the student? 
· Is the vocabulary at the right level for the student? 
· Is the structure learner-friendly, and are there opportunities for revising and recapping on what has been learnt and opportunities for summing up? 

· Is it sufficiently interesting to hold the child’s attention? 
· Are there enough visuals to assist the learner follow the information? 
· Is the task achievable? Will the student succeed with it or will it be too challenging? 
· Is it possible for the learner to investigate and find out more information without assistance? 

· Are the instructions clear? 
· Will the learner realize what the outcome of the task is supposed to look like? 
· Is there a reward at the end of the task or is there some progression that the student is able to appreciate?

· Are there opportunities for the student to self-monitor and self-correct?
Learning involves more than the mere presentation of information and involves factors relating to a child’s previous cultural and learning experiences [Reid Burden 2002]. Previous experiences and learning can make new learning meaningful, and it is important to establish this before or as new learning is being presented. This process has been termed scaffolding, and is an essential part in the development of the structure of a learning program. Reid makes the following suggestions for developing scaffolding in a teaching program:

· Introductory activities: these are essential lead-in activities and provide the means of understanding new learning. Pre-task discussion is one example of a lead-in activity.

· Recap activities: these are important for effective learning. Recap activities should highlight the key points. Many students have real difficulty in recapping and can find it difficult to identify the main points in new piece learning material. It is also important to allow time to revisit previous work and draw on prior knowledge.

· Bridge-building activities: one of the most essential aspects of learning is the skill in making connections. This is important, as often learners with dyslexia have difficulty with this. Effective learning depends on how readily the learner can make connections between the ideas and the content of the material to be learnt and also between the new learning and previous learning.

· Using to prevent losing: it is important that the learner with dyslexia have opportunities to practice the knowledge and skills gained from new learning. It is this practice that leads to automaticity and it is automaticity that demonstrates that the learner has acquired competence and will be able to use this new skill to help with new learning. Often learners with dyslexia take longer to acquire automaticity.

· Consolidation activities: these are important, and each lesson, or period of learning, needs to finish with a summary of possible consolidation activities. This is essentially over-learning and is part of the process that can lead to automaticity.
Meta-cognitive aspects

Vygotsky [Reid 1962, 1978] differentiated between the cognitive (i.e., learning how to do things) and the meta-cognitive (i.e., a gradual conscious control over knowledge and learning, and being able to use that knowledge to help with further learning). Meta-cognition refers to the child’s self-knowledge of learning (Reid, 2009). It examines the quality of the learning process: the structure and organization of the learner’s knowledge base, of mental models (schemas) and efficiency of student self-monitoring. Meta-cognitive knowledge involves both content and process knowledge.

The role of meta-cognition in learning is of great importance as it relates to the learner’s awareness of thinking and learning and can have considerable implications for understanding the needs of children with dyslexia [Reid Burden 2002, Reid 2001b]. A number of researchers [Reid Turner and Chapman 1996, Leather and McLoughlin 2001] argue that dyslexic children have poor meta-cognitive awareness, especially in the area of information processing, which leads them to adopt inappropriate learning behaviors in print and literacy. To achieve meta-cognitive awareness, children usually develop mental schemas. To achieve schemas of a situation, children need to be able to express their understanding of the situation verbally or in written form, and identify the specific concepts and how these relate to the overall picture. This kind of schematic development can be achieved through the process of scaffolding. Dyslexic children require, support and clear instruction for this process as a child who for some reason activates inappropriate schemas will not fully understand a narrative and may elicit the wrong meaning from the material.

One of the most effective means of developing schemas and ensuring that the child has an appropriate schema of a situation is through pre-reading discussion. This kind of activity sets the scene, introduces the characters, describes the situation and provides some of the key words and concepts for the child.

Brown et al. [Reid 1986] proposed a well-established model of meta-cognition that relates to the learning of dyslexic children. The model contains four main variables relevant to learning:

· Text: the material to be learnt.

· Task: the purpose of reading.

· Strategies: how the learner understands and remembers information.

· Characteristics of the learner: prior, experience, background knowledge, interests and motivation.
Multi-sensory methods

Multi-sensory modalities, particularly the ones utilizing the combination of visual and auditory modalities, may be significant in a teaching program for dyslexic children (Reid, 2009). Multi-sensory methods utilize all available senses simultaneously and facilitate the child with over-learning and automaticity. Reid sums up such an approach with the phrase, “hear it, say it, see it and write it” due to the fact that these methods have been especially used, for many years, in phonic structured programs that incorporate multi-sensory techniques (e.g. the Orton-Gillingham approach, the Alphabetic Phonics approach). Multi-sensory methods may also help to provide weaker readers with a global strategy through the practice of non-interruption of the reading flow. Many of the barriers experienced by students with dyslexia can be overcome if activities are presented in a multi-sensory manner. Computer games can be a suitable medium for providing a multi-sensory approach and a certain amount of responsibility to the learner. A multi-sensory approach can also contribute to the processes of narrative comprehension and recall. The selection of an appropriate format for the presentation of a story can be crucial for dyslexic children. In the following paragraphs the aspects of some presentation formats for narratives will be discussed.

Audio format: listening to stories can help children develop vocabulary, concepts, oral fluency and the sense of the narrative [Reid Stamboltzis and Pumfrey 2000]. 

Video format: video presentation (found in film and computer games) of a narrative aids the construction of more representations of the story by reducing the processing resources. The video format is a familiar medium to most children and can bridge oral and print-based literacy by providing meaningful, motivating and complex comprehension opportunities (Susan R. Goldman, Varma, Sharp, & Cognition and Technology Group at Vanderbilt, 1999). An audiovisual representation can enhance comprehension by assisting in the formation of mental representations of the narrative information conveyed through language, and lead to the construction of complex inferences.
Study skills

Study skills are an essential component of any program that aims to access the curriculum for dyslexic children (Reid, 2009). Dyslexic children require particular help in this area, due to their problems with organization and meta-cognitive awareness. An efficiently developed study skills program is essential and can do much to enhance concept development, meta-cognitive awareness, transfer of learning and learner autonomy.

Among the study skills proposed by Reid for school based learning, it appears that the following set can aid the dyslexic child build effective strategies for better comprehension and recall in narrative material. They can also facilitate children to acquire and develop a situation model that corresponds to the narrative under consideration.

Sequencing information: dyslexic children encounter difficulties in the retelling of a story. It is essential that sequencing of information is encouraged, and exercises facilitating this skill are developed. Children should be able to know: 
· The initiation of the story.

· What happened after the beginning of the story. 
· What the main part of the story was.

· How the story ended. 
Through this particular skill the dyslexic children can develop a coherent temporal dimension of a situation model.

Use of context: children should rely on semantic context, which serves as a comprehension and memory aid. Context helps in the retaining of information, in aiding recall, in enhancing comprehension and in the transferring of learning to other situations. If a learner is using or relying on semantic context, it can indicate that the material being learnt is understood to some extent. Poor comprehenders when successfully taught can construct inferences from “clue” words derived from the context of a narrative (K. Cain, 2009). For example, steam, splash, soap and towel probably indicate a bathroom. Contextual aspects could also be used to help the learner in both the sequencing and organization of materials. 

Schema development: when children read a narrative they need to relate the new knowledge that they acquire to their existing framework of knowledge (i.e., their own schema) of that topic. Key points about the narrative could aid the reader in comprehension and provide a framework to store ideas and meaning from the story. Schemas help the children attend to the incoming information, make inferences, scaffold their memory and utilize their previous knowledge. The developing of story schemas can be accomplished through a story framework (i.e. a story grammar), in such a framework the structure of the story and the details related to the structural components of the story are provided. The elements that consist the structure of a story may include:

· Background. 
· Context. 
· Characters.

· Beginning.

· Main part.

· Events.

· Conclusion. 

Developing imaginative and visual skills: these skills aid in the formation of inferences, and subsequently help the dyslexic children imagine and visualize details that are omitted in a story. The use of imaginative images or connections can also stamp a personal identity on the information to be remembered and thus making the retention of information more effective.
Active learning: this can help the learner retain and understand the new information to be learnt. The more active the learner is, the more likely the information is understood and retained. This activity could be in the form of discussion but it could also be in drama form and first person speech. In the case of narrative comprehension and recall therefore, it is important that the child not only reads or listens to a story but also participates in an active way.
Discussion activities: for many learners with dyslexia, discussion is the most effective means of retaining and understanding information. Discussion can make the information meaningful and can help learners experiment with ideas and views. It is this experimentation that helps learners extend their thinking and learning. For some learners discussion can be like thinking aloud.
Developing mnemonics: mnemonics provide visual (e.g. a familiar scene) and auditory (e.g. rhyme, alliteration) cues for the recall of a narrative material. Another mnemonic technique appropriate for dyslexic children is the Mind Mapping® technique developed by Buzan (T. Buzan & B. Buzan, 2003) which facilitates the remembering and organization of information. According to Buzan a Mind Map® has four basic elements: a central image that is the main subject, the main themes of the subject radiating from the central image, related information to the main theme and a connected nodal structure that connects the associated topics and its branches to the main theme.
Further factors of consideration
Some more factors that need to be accounted for in the development of a learning program will be discussed bellow:
The role of feedback: feedback is a very important factor for the developing of learning skills, for the learner with dyslexia. Feedback should be provided throughout the task as well as the end of the task and should offer:

· Guidance: the key point of any feedback is to provide the learner with guidance to ensure that he or she is progressing towards achieving the task. Guidance can and should be framed in a positive way for students with dyslexia.

· Positive reinforcement: it is essential to start with positive comments and then following with some points for development, it is important that positive comments are made both initially and at the end of any feedback session.

· Assessment of progress: ideally this should be done by the learner and the key point of this is to attempt to empower the learner sufficiently so that he or she can take on the responsibility of self-monitoring their own work. This highlights the need for learners to gain some control over their own learning.

· Suggestions for further work: it is also important that the learner is left with a framework and suggestions for development. Further reading, additional resources that can be accessed and other points that can be made are all important.

· Opportunities to develop self-monitoring and self-assessment: essentially this is what feedback is all about, empowering the learner to take control over his or her own learning. 
Motivation and self-esteem: one of the most important parts in a teaching program for dyslexic children is the reinforcement of self-esteem. Without a positive self-concept children with dyslexia will lose interest in learning. This may be achieved through positive feedback while placing high regard on the individual student. Self-esteem can also be boosted through achievements in literacy or any other area of the curriculum. It is important that children with dyslexia can see that they are making some progress, however small that progress may be.

Learning programs that boost self-esteem will have a beneficial effect on confidence and motivation. Such programs will:

· Enable the student to succeed: this is important, as the learner needs to have some initial success when beginning a new topic. Success builds on success and early and significant success is an important factor when new material is being learnt.

· Encourage independent thinking: this is also an important factor as it helps to promote independent decision-making and aids the student come to conclusions without too much direction. This process helps the dyslexic child to develop confidence and to motivate him or her to tackle new material.

Motivation can be developed through the setting of clear goals that the learner has to achieve. Goals must be realistic, but at the same time challenging, as a too easy goal may belittle the achievement and may not stimulate the learner.  It is crucial to balance between what is realistic and what is challenging, and to being aware of the learner’s specific learning style and preferences.
Assessment methods

Retelling methods
Ulmer and Timothy (2001) developed an assessment framework based on retelling as an instructional and assessment tool. Using criteria relating to how the child retells a story, their informative assessment evaluated a child’s narrative comprehension. Ulmer and Timothy suggested the following criteria: textual (what the child remembered), cognitive (how the child processed the information), and affective (how the child felt about the text). By assessing beyond the textual level, the retelling method of assessment could provide evidence of the child’s creative side, and children could go beyond the expectations when given the opportunity.
Probe-question methods

Although story retelling is a popular method for assessing narrative comprehension it requires high demands on processing resources. The question answering process in a narrative, on the other hand, demands fewer processing resources in children (Susan R. Goldman et al., 1999). Children demonstrate an understanding between related events in an episodic narrative specifically when they are questioned about these relations. Appropriate questioning about a component of the story can help the learner build up a schema to facilitate understanding of the rest of the story (Reid, 2009).
Teaching strategies for narrative comprehension and recall
Instructional approaches on comprehension are often classified into two different types of instruction: specific skills instruction and strategy instruction [learning disab Clark & Uhry 1995, Swanson 1999]. Specific skills instruction focuses on teaching skills that can be applied to texts, such as vocabulary, finding the main idea, making inferences, and finding facts. For such approaches to be effective, the teacher must provide the instruction in an explicit and systematic manner (Fletcher et al., 2006). Strategy instruction in reading comprehension and more specifically narrative comprehension involves several cognitive psychology theories and concepts, notably schemas, meta-cognition, and mediated learning.

Although the specific skill training and strategy instruction methods share some similarities, according to Clark and Uhry [learning disab 1995], the most effective instruction for students with reading comprehension disabilities involves explicit instruction, multiple opportunities for instruction, and carefully sequenced lessons. Strategies based on cognitive concepts (i.e., strategy instruction) appear to be the most effective methods for intervention for reading comprehension and have provided the best results to date for improving disabled readers’ comprehension. Strategic instruction also promotes self-regulation and raises the student’s level of independence (Fletcher et al., 2006). 

In the following section, a group of teaching strategies for narrative comprehension will be presented. The focus will be given on the structured strategies that can better support the specific needs of children with dyslexia.

Cross-referencing

Comprehension monitoring

Story schema strategies

These strategies focus on the structure of a story. Well-structured text enhances recall and comprehension, for the children that have acquired some sensitivity to story structure [Inst in read comp Pearson and Dole 1987]. Many studies have shown that instruction designed to teach students to recognize the underlying structure of a narrative can improve comprehension [ibid Gersten et al 2001]. Story schema strategies involve teaching students to identify the important structural elements of a narrative and then to memorize and employ a list of generic questions that cue a search for those important elements. Narrative text typically follows a single general structural pattern, the previously mentioned story grammar [ibid Mandler & Johnson 1977].

The thinking of young children exhibits forms of the aforementioned structures. By the time children enter school, they tell stories, compare and contrast objects, order events in a temporal sequence and attribute causality [ibid Carey 1990]. The hope of schema strategies is to help children recognize the structure inherent in a narrative and match it to their own cognitive structures (Williams, 2005). These strategies help them understand and produce not only text but also spoken discourse. 

Cognitive strategies such as the developing of mental schemas appear to be the most effective method of intervention for reading comprehension in poor readers (Fletcher et al., 2006). In most of these strategies, the instructional methodology is based on principles of direct instruction [synthesis of the res Carnine et al 1990, Gersten & Carnine 1986]. The goal of instructional interventions on story schemas is to create a common language between students and teachers, so that teachers can provide useful, readily understood feedback to students to students when they need prompts to overcome difficulties [ibid Gersten & Carnine 1986].

However, story schema strategies focus on narrative at mostly the plot level. A more mature comprehension of a story involves generalization beyond the story characters and events to real-life people and events (Williams, 2005). In the following section a selection of story schema instruction programs will be presented.
Singer and Donlan: Singer and Donlan [synthesis of res 1982], were the first to implement an instructional interventions program based on story grammar. During instruction, the students of their experimental group were taught five story grammar elements that are related to most narratives: character, goal, obstacles, outcome and theme. Before each story was read to the students, background information and explanation of difficult vocabulary was given. Then, the students listened to a recording of the story, and at the certain points the recording was interrupted. At this time, the students were asked to write down story grammar specific questions they wanted to answer. For example, for the element character, they might ask: “Is the story going to be about the barber or the officer?” [ibid Singer and Donlan 1982]. The students were then instructed to answer these questions as the story continued. The goal of the research was to structure the student’s approach to reading and to focus on the key issues and themes in the story. After the completion of the story, the groups were asked to write any additional questions they might have thought. Each day, the group was given a 10-item multiple choice comprehension test based on the five story grammar elements. The results were positive in all aspects of comprehension except theme.

Short and Ryan: Short and Ryan [synthesis of res 1984], argue that less skilled readers require more instruction in meta-cognitive skills, as they are not attuned to the purposes and goals of reading. Their research was conducted in four groups, the first one was consisted of students who were considered skilled readers, and the remaining three groups were consisted with students considered as poor comprehenders. The groups were: the skilled readers group, which did not receive any training, the total-training group, which received both story grammar training and meta-cognitive training, the strategy group received only story grammar training, and the attribution group received only meta-cognitive training. 

In the story grammar instruction the students were provided with guided and independent practice activities. They were taught to ask the generic story grammar questions, such as “Who is the main character?”, “Where and when did the story take place?”, and “How did the main character feel?”. They were asked to underline the answers in the text as they read. Feedback was given to each student for the number of answers answered correctly.

In the meta-cognitive training, the students were taught how to use the story grammar questions to improve comprehension, rather than taught what the elements meant (due to the fact that these students demonstrated knowledge of the story components). Prior to reading and studying the story, the students were reminded of the importance of affect in successful performance and were continuously prompted to recite the attribution self-statements (e.g., Try hard, Just think how happy you will be when it comes time for the test and you’re doing well). The post-tests used both free and probed recall to assess comprehension. The results indicated that the less skilled readers trained in story grammar strategies did not differ significantly from the highly skilled readers in their ability to comprehend new information. Also, the post-tests scores of the students who received only meta-cognitive training were significantly lower than those of the remaining three groups (total training, story grammar and skilled readers). Thus, the results of Short and Ryan’s study indicate that story grammar instruction increases the comprehension of below-average readers. The elements of story grammars provide students with a systematic strategy for understanding, integrating and above all interpreting narrative text (Dimino et al., 1995).

Carnine and Kinder: Carnine and Kinder [synthesis of res 1985], studied the effect of generative learning and schema-based interventions on low-ability students’ comprehension of narrative and expository text. In this review the focus will be on the part concerning narrative text comprehension. The students were taught to ask and answer 4 generic story grammar questions: “Who is the story about”, “What does he or she want to do?”, and “What happens in the end?”, and then to generate summaries of the story. Their story grammar lesson consisted of three parts. Firstly, the teacher read the story aloud and stopped at certain points to ask the story grammar questions. In the second part, the students took turns to read the second part of the story aloud. Again, the teachers stopped the students at predetermined points to ask the story grammar questions. At the conclusion of this phase, the students were asked to summarize the story so far, orally and with the story grammar as a basis. During the third part of the lesson, the students were asked to read the story silently and to ask themselves the four story grammar questions while they read. Finally, they were given a short-answer comprehension test consisting of two inferential and three literal questions based on the story. The results from the pre- and post-tests, maintenance tests, and free-retelling indicated that story grammar instruction improved the comprehension of the low-performing students. The improvements found in Carine and Kinder’s strategy, over Singer and Donlan’s, lie mostly in the instructional component (Dimino et al., 1995). Direct instruction techniques [ibid Carnine et al 1990] were consistently used in the teaching sessions. The teachers modeled the story grammar strategy for the students, provided guided practice, and then allowed independent practice. Students were given immediate feedback on their errors, and the teachers explained the rationale behind a more appropriate response. The length of the intervention was also a critical factor in the effects obtained in the research. Students read and applied the story grammar strategy to 30 stories over a period of 10 days. This process helped the students in the internalization and automaticity of the strategy, and proved to be a more effective approach in comparison to the short duration of the previous studies.

Dimino et al.: Dimino et al. [synthesis of res 1990] used an interactive instructional method to teach low-performing high school students a strategy for comprehending and analyzing complex short stories. This story grammar based strategy facilitated the students in identifying the main character, the problem or conflict that the main character is facing, character information, the attempts to solve the problem, the resolution, and the theme. The goal of the study was to teach the students detect and record the above story grammar elements in order to build a foundation for answering literal and inferential questions on the story. The length of the intervention was extended and the assessment was based on pre-tests, post-tests, and maintenance tests, each of which contained two stories. Each assessment passage was accompanied by a test that contained story grammar questions, basal questions, and a focused retelling. The story grammar questions regarded the aforementioned story grammar elements (e.g., “Who is the main character?”, “Use the character information to tell what the main character is like” and “What is the author trying to say?”). The basal questions required the student to recall details of the story. They were multiple-choice, true-false, or fill-in-the-blank questions; the answers of these questions were explicitly stated in the text. Each assessment also contained a focused retelling in which students were asked to write a short summary in no more than five sentences. The goal of this exercise was to assess whether the students could identify the crucial aspects of the story.

· The comprehension strategy was divided into four major categories:

· Conflict/problem and main character,

· Character information,

· Attempts/resolution/twist,

· And reaction/theme.
Williams: the goal of the Theme Scheme program, developed by Joanna Willimas (Williams, 1993), (Williams, 1998), (Williams, 2005), is to help students with learning disabilities, learn about the concept of theme, identify theme in stories, and apply themes to real life. Theme is considered the most difficult component of a story grammar to teach. The program focuses on teaching plot-level components through organizing (schema) questions. Then it teaches theme identification via additional questions. A final set of questions facilitates students in the generalization of theme to relevant life situations. The Theme Scheme program uses simple stories with single, clear, and accessible themes (e.g. perseverance, co-operation, greed and honesty). All of the themes used can be expressed in a simple premise: “We should co-operate”, “We should not be greedy”.

Each theme lesson is organized around a single story and consists of the following steps:

1. Introduction and pre-reading discussion of the theme concept. The instruction employed the use of the principle of scaffolding. The teachers model each step and progressively, students take responsibility, with the teachers modeling and prompting only as necessary. In the first lesson the teachers identified the theme of the story to be read. In following lessons the students offered definitions of theme, and identified the theme of a story independently. The intervention included a combination of direct instruction and interaction scaffolding [ibid Pressley et al 1992].

2. Reading of the story. The story was “read-aloud” by the instructor, with interposed question. The instructor asked the students to make predictions about what would happen next in the story and explain critical story events. The students were encouraged to ask their own questions, and after the completion of the narration the class developed a summary of the story highlighting the first four steps of the theme scheme (main character, problem, solution and outcome).

3. Discussion of the important story information using organizing (theme scheme) questions as a guide. Teachers and students discussed eight questions designed to help organize the important story components and derive the thematic material. The first four organizing questions focused on the important plot components from which a theme concept would be derived: main character, problem, solution and outcome (Who is the main character? What is the main character’s problem? What did the main character do about the problem? And then out happened?). The questions directed students to focus on the important parts of the story and to internalize the questions they need to ask themselves when reading a story, again in a scaffolding manner. The next four questions included two questions and two theme statements (Was what happened good or bad? Why was it good or bad? The main character learned that he/she should…, We should…). These questions and statements led to theme identification. Through Lesson 6, teachers modeled the way in which their own answers of the eight questions led to theme, and they stated the theme. After Lesson 7, this responsibility fell to the students.

4. Transfer and application of the generalized theme to other story examples and to real-life situations, using discussion and additional organizing questions. The teachers taught students to ask two additional questions to help generalize the theme to other relevant life situations: When is it important to…? In what situation is it easy/difficult to…?

5. Review (revision of the eight organizing questions and encouragement of the students to generalize the theme presented).

6. Enrichment activity. At the end of each lesson the students were encouraged to heighten their interest and focus on the theme of the story through writing, drawing, discussion and role-playing.

Although the program was effective, the students in the studies did not transfer to a novel, uninstructed theme. However, the students showed superiority on near transfer and the seventh- and eight-grade students with rather severe learning disabilities in the Wilder and Williams (2001) [ibid 2001] study, did in fact exhibit far transfer.

Formulating a teaching and assessment method for interactive storytelling

The teaching and assessment method that is proposed (based on (Williams, 1998), (Amer, 1992)) develops in the following steps:

· Introduction to the storytelling activity. 

· Experiencing the interactive story through the control of a character avatar.

· At the completion of a story episode (each one consists of a setting, a set of characters, a specific problem, the actions performed and the resolution of the problem) a set of schema-based questions will appear to the user in the form of an embedded narrative (how did the story start, where did it take place, who were the main characters, etc.). The user may respond through selecting from multiple-choice answers.

· At the completion of the story the user is asked to solve a narrative puzzle. The goal of the puzzle will be to place the story events in the correct form and order.

Synopsis

4. Oral tradition and narrative structures

Among the 3.000 languages spoken today, only about 78 possess written literature (Edmonson, 1971). There is also no way to calculate the languages that disappeared or transformed into others, before they developed a writing system (Ong, 2002). Today thousands of languages have never been written. Walter Ong, states that the primary orality of language is perpetual. The Primary orality can be defined as the orality of a culture that completely ignores writing or typography. It is primary in comparison with the secondary orality of today’s technologically advanced civilization, in which a new orality is conserved through the telephone, the radio, the television and other electronic mediums, whose existence and function is dependent on writing and typography.

Oral tradition and art, have been developed tens of thousand years before the invention of writing, and bear no relation to it (Ong, 2002). In true oral tradition, belong the genres of fairy tales, adages, aphorisms, prayers, ballads, and more oral productions. 

Oral narratives

The medium of narrative is commonly functional in the primary oral cultures, in comparison with the other ones (Ong, 2002). The primary oral civilization cannot manage knowledge with complicated, scientific or abstract categories. Instead, oral cultures use stories of human action. These narratives, due to their size and complexity of their scenes and actions, comprise repositories of knowledge of an oral culture. These narratives can also transfer a large amount of knowledge through customary forms with reasonable duration (these means that many forms are repeated). Narrative connects the thought with a more massive and more stable way than the other forms of language.

The narrative plot of oral traditions does not necessarily follow a typical, climatic linear plot. Peabody [Ong 1975] argues that oral composition does not work in a linear narrative plot, but rather in “informational cores”. In epic for example, the epic poet is not concerned with the temporal sequence of events (Ong, 2002). Epic poetry follows an episodic structure and the element that would characterize a good epic poet was the ability to manage past recursions (or flashbacks). The episodic structure was a natural way of narrating a long-scale story. As it has been discussed in a previous chapter, the episodic structure is considered by psychological research, the formation in which the mental representations of a narrative are formed. Oral narratives are also not concerned with the precise, constant parallelism between narrative and non-narrative sequences (e.g. descriptions). The narrative plot is deeply depended on unconscious factors.

Comparison with written narratives

Typography gave birth to the novel, which in turn brought the final fracture to the so far prevailing episodic structure (Ong, 2002). Of course the novel did not begin with a climatic plot. Before the beginning of the 19th century most of lengthy narratives were more or less episodic. The climatic plot developed its full form through the detective stories. The first detective story is written in 1841; it is Edgard Allen Poe’s «The murders in the Rue Morgue». The protagonist of the oral narrative, who is usually characterized by his external feats, is replaced by the internal consciousness of the typographic protagonist. Another difference between oral and written narratives can be observed in the notion of time. In the novel, time is being percepted as a variable of human action rather than a general framework.

The climatic plot can be described through Freytag’s pyramid structure. Freytag’s model presents an upward slope, which produces tension that climaxes in a specific point (usually some kind of identification, a twist in the course of action) and is followed by a dénouement or solution – a downward slope (Ong, 2002).
The ancient Greek drama was the first literary work that was completely controlled by writing. It was the first, and in centuries, the only genre that possessed a typical linear narrative plot in accordance with Freytag’s pyramid structure.

Recall in oral traditions

Written words are visible traces that stand for some meaning, for the people that can decipher them. In other words, they are relics. Oral tradition on the other hand, does not posse some form of a relic or storage. When a thousand-times told story ceases to be heard, the only thing that remains from it is the possibility that someone will repeat it.

Robert Wood Lynn (Lynn, 1973) argues that Homer was not literate and that he produced his poetry through the power of his memory. He also suggested that memory plays a completely different role in an oral than in a literate culture. Memory during the primary oral cultures worked with the formation of memorizable thoughts. These thoughts were formed using rhythmic and balanced patterns, while employing formulaic content (Ong, 2002). Oral poetry is marked by strictly formulary phrases, which in their turn, aid recall. The conservation and the development of a thought are also spread through adages, defined in way that is easily recalled from memory. The orally dependent, perpetual thought is even when it does not take the form of a verse must be intensively rhythmic, as rhythm facilitates memory for reason that relate to the human physiology. There is a close relationship between oral rhythmic prototypes and the respiratory system, the nature of gestures and the bilateral symmetry of the human body. The rhythmic expressions of that nature define the essence of oral thought, since the oral thought is consisted of them. The law of primary oral civilizations was contained in formulaic adages, aphorisms and sayings, which did not comprise legal ornamentations, but rather contained the law itself.

Transferring of knowledge

In the primary oral cultures, people learnt but did not “study” (Ong, 2002). They learnt through participation, through hunting with experienced hunters, through tutoring, through listening and repeating what they have heard, and through learning adages and producing other formulaic material. Studying, with the strict sense of extended linear analysis, is made possible through the internalization of writing. In fact, one of the first subjects of study of the literate cultures is the language itself and its uses.

In oral traditions, the essence of experience is mentally conceptualized in a mnemonically efficient manner. Every expression and thought are in a degree formulas, meaning that every word and every idea that is expressed through words is a kind of formula, a concrete way of processing the data of experience.

Organization and constraints of oral traditions

Lord (Lord, 2000) identified six levels found in the organization of oral traditions (specifically in epic): the formula (it corresponds to the phrase), the rhythmic line, the theme, the piece as a whole, the story pattern and the genre. Rubin (Rubin, 1997) argues that the constraints of these levels combine to limit choices for recall and increase stability. The phrases are the lowest level where meaning, musical, and poetic components come together in oral traditions and a phrase-like structure can have a large effect on recall. The repeated formulas of oral traditions stay together as a unit with one idea as do the phrases in a natural language. Intonation enhances the segmentation of speech into phrase units. Also the use of music and meter in oral tradition makes phrase boundaries clearer and aids memory, usually a rhythmic unit ends with the ending of a meaningful phrase.

Oral traditions are systems that are characterized by multiple constraints. These constraints are related to: the organization of meaning, the imagery of the narrative events and the patterns of sound found in narration (i.e. rhyme alliteration, rhythm, music). Through these constraints organized and coherent stories can be created. 

The representation of themes

A schema in oral traditions can be thought as the use of a theme in a singer or a listener of an oral narrative (Rubin, 1997). Organizations and details that repeat become part of a schema and are easier recalled in contrast to organizations and details that change (Gordon H. Bower, 1974), (Hintzman, 1986), (Thorndyke, 1977), (Thorndyke & Hayes-Roth, 1979). Because memory constraints oral traditions, more clear examples for schemas (which are a basic aspect of memory) can be obtained through them. The capture of thematic structure has been examined through schemas as scripts and story grammars. Oral traditions are constrained stories and should allow for less ambiguous parsing of tales into scripts and story grammars (Rubin, 1997).

Scripts: The sequenced actions that are the components of scripts can be described in oral traditions as short, recurring themes (such as arrivals, departures, arming, etc.) (Rubin, 1997). In oral traditions the casual linking of events serves to preserve the temporal order of events in the theme (Brewer, 1980), (Havelock, 1982). 

Story grammars: as mentioned earlier, story grammars for specific narrative genres contain rules that apply to the form, but not to the semantic context of a story. An example of such a rule in oral traditions, is the use of trembling (Goldilocks will try three chairs, the king will have three chairs), found in European fairy tales (Rubin, 1997), (Propp, 1968).

Theme, comprehension and memory

Oral traditions tell organized, coherent stories using meaningful structures that aid recall (Rubin, 1997). A concrete theme found in epic is the theme of the novice hero, a concept that has been examined more broadly in myth (Campbell, 1993) and fairytales (Propp, 1968). Within such a theme one narrative element leads to another, minimizing the cognitive processes of recall and aiding the forming of inferences (Rubin, 1997).

The making and breaking of expectations derived from conventions related to the narrative structure, genre and culture is also essential to the inferencing process (and as a result to recall) (Niehaus & Young, 2005). The effect of this can be seen in the causation dimension of the situation model. The expectation is more intense when focused on the protagonist (and events that concern him) and the main casual chain leading to the narrative resolution.

Generally it is very difficult for many children to construct the theme spontaneously during comprehension, or in some cases after the comprehension is completed as well (Seifert et al., 1986), (S. R Goldman, 1985), (Williams, 1993). However when an appropriate theme is identified it plays a significant role in the comprehension and recall of story events (Narvaez, 1998), (Williams, 1993).

Imagery of narratives

Imagery and memory

Visual imagery is a very crucial and widespread factor in mnemonic systems (A. Paivio, 1978), (Yates, 2001). Pavio (Allan Paivio, 1990) argues that imagery is effective for concrete versus abstract processing. Oral traditions such as epic predominantly consist of sequences of concrete actions, with easy-to-image words and ideas (Rubin, 1997). Images in oral traditions are often exaggerated by normal standards; they have epic proportions.

Spatial imagery

Oral traditions use mostly spatial imagery; the heroes of epic are always on the move and thus invoking a highly developed spatial-memory system (Rubin, 1997). In many tales from oral traditions, a real or imaginary path of a journey can take advantage of the spatial ability and sequential-cuing function found in mnemonics based on visual imagery and can also aid in the acquiring of a spatial dimension.

Paivio (Allan Paivio, 1991) argues that imagery is better than verbal processing for spatial memory and thus can aid in the acquiring of the spatial dimension of the situation model. Images can also be used to construct sequential information through the story line of a narrative (Rubin, 1997).

Generally most of the mnemonic systems, from the oldest recorded system such as the loci system described by Cicero to the mind map® system, are based on visual imagery. In many tales from oral traditions, a real or imaginary path of a journey can take advantage of the spatial ability and sequential-cuing function found in mnemonics based on visual imagery and can also aid in the acquiring of a spatial dimension.

Agents and actions in oral narratives

Oral traditions contain agents and actions that are easy to visualize (Havelock, 1982), they use concrete actions and agents performing specific acts that are easy to image. Ong (Ong, 2002) argues that oral narratives contain ‘flat’ characters (the type of character that never surprises the listener) with little complexity of motivations, and which many times contain stereotypical characteristics. These heroes and gods though, can substitute for abstract concepts that cannot be easily imaged, in this way abstract concepts can be tied to images, and images can be organized in coherent, easy-to-recall sequences of narrative elements (Rubin, 1997). Therefore character types in oral traditions serve a mnemonic role as well. 

Jung (Jung, 1991) in his study of myth called these character types archetypes. The archetypes can be understood as common character types, symbols, patterns and relationships, which are a shared heritage to the human race (Vogler, 2007). The notion of archetype will be discussed in a later section.
Rhyme and sound patterns

Rubin (Rubin, 1997) argues that when rhyming organization is apparent in learning, it can have a longer-term effect than meaning. Although rhyme can help in verbatim recall in the original order, it cannot aid with paraphrased recall.
Formulas

Homer is considered a complete poet and a master technician. It seems though that he possessed some form of a “phrase repertoire” in his head (Ong, 2002). Through this repertoire, he would conjoin pre-made parts. Only a small set of words in the Iliad and the Odyssey did not belong to formulas or formulas that are predictable in a large degree. Maybe due to this fact came the term rhapsody, from rhaptein (to stitch) and oide (song, ode), meaning, “stitching up songs”.

The distinctive characteristics of Homeric poetry are the result of the economy that the oral way of composition dictated. For example, all the adjectives used for the wine, differ metrically, and the use of an adjective is not defined by its exact meaning, but rather by the metric needs of the part in which it takes place. The metric needs dictate the choice of words in every poet that composes metrically. Another formulaic characteristic can be observed in the Iliad, where exists the trend of the repetition of elements from the beginning of an episode to its ending. Ong depicted an epic poem as being constructed as a Chinese puzzle, with boxes inside boxes. The language that has been developed through the years by the epic poets, is not the Greek of common day communication. It is rather a special kind of language that has been formed through the making of rhapsodies, and this art has been transferred from one generation to the other. A similar type of language can be observed in the use of English in fairy tales. 

But what exactly is a formula? Parry (Parry, 1987), defined an oral formula as a group of words that is being used under the same metric conditions to express a given essential idea. Bynum (Bynum, 1978), on the other hand observed that the “essential ideas” of Parry’s definitions are not so simple as their definition, the commonly abbreviated nature of the formulas, the conservatism of the epic style or the triteness of the verbal reference of most formulas, assumes them to be.

Bynum distinguished the formulaic elements from the strictly formulaic phrases (phrases that are identically repeated). Although the strictly formulaic phrases characterize oral poetry, these phrases appear and reappear in complexes. These complexes are the structural principles of the formulas, and based on them the “essential idea”, is not subdued to a clear, direct expression, but is rather a kind of fictional complex held together largely in the unconscious (Bynum, 1978), (Ong, 2002).

For example in the elementary fictional element that Bynum called the “Two-Trees” pattern, the concepts of separation, impartiality and immanent danger are all gathered around a tree (a green one), while the notions of unification, compensation and reciprocality are concentrated around the other tree (a dry one or a chopped one).

The stereotypical formulas are grouped around stereotypical themes, like the congregation, the gathering of an army, a battle, the ravaging of the defeated army, the shield of the hero, etc. A common repertoire of themes can be observed oral tradition and in other oral genres all over the globe (Ong, 2002).

Havelock (Havelock, 1982) argues, that the Greeks of Homer’s time gave value to stereotypes, because the poets and in fact the whole of the oral intellectual world, relied in the formulaic constitution of thought. In an oral culture once a unit of knowledge is acquired, it must be repeated constantly in order to keep it from vanishing.

It must be noted that the exact nature of a formula and the way it functions is dependent on the tradition in which it is used. However, in some cases there are many common concepts in-between traditions, resulting in a formula that has effect in more than one tradition.

Summary and comparison with study skills

In this short section, a summarization of some general characteristics of oral traditions will be presented. Along with these attributes, the study skills presented in the previous chapter will be compared. Oral traditions:

· Are sequential; the narrative recall in these traditions is following a serial pattern and is guided by multiple constraints such as theme, rhyme and rhythm (sequencing information).

· Have a context-rich organization and thus semantic contexts and cues select particular aspects of the meaning of a word and reduce or eliminate ambiguity (use of context).

· Their use of theme is equivalent with the use of a schema. The stories of oral traditions can be parsed to scripts and story grammars (developing schemata).

· Contain agents and actions that are easy to visualize (developing imaginative and visual skills).

· Use repeated material, such as formulaic phrases, trembling (the rule of 3’s in fairy tales) and narrative patterns (repetition and over-learning).

· Use mostly spatial imagery; the heroes of epic are always on the move and thus invoking a highly developed spatial-memory system (developing mnemonics, acquiring the spatial dimension of the situation model).

· Use the repetition of sounds as a poetic device (through rhyme, alliteration and assonance) and as a memory aid (developing mnemonics).

Myth in oral traditions

The common theme of the novice hero, found in epic poetry, can be traced back to many myths, and is better described in the concept of the monomyth proposed by Joseph Campbell (Campbell, 1993), (Rubin, 1997). Campbell in his study of myth identified a common structure found in all myths around the world. He called this pattern the monomyth. The monomyth describes a journey that follows the mythological hero from the world of common day into the unknown world of the adventure and back. The model of the monomyth will be discussed in a following section.
Lévi-Strauss (Lévi-Strauss, 1955), argues that myth is language; it has to be told and it is part of human speech. But it is also something different from it. According to him, the purpose of every myth is to provide a logical framework capable of overcoming a contradiction. If the nature of this contradiction is real and is impossible to be conquered, the myth will perpetually shift the initial contradiction with another one, which will allow mediation. The process of meaning making is a primary human function, and mythology executes this function in an unconscious level. 

Lévi-Strauss also defines “mythical thought” as a form of conceptual thought (Levi-Strauss, 1995). In myths many times a medium similar with the problem at hand can be used to describe it. For example, a flat fish, which can be seen only from its one side, is a binary element and can describe a problem of binary nature (e.g. the seasonal occurrence of the winds). According to him, mythical thought went into the margin of western thought through the period of the Renaissance, during the 17th century. In this period the first novels started to show, setting aside the stories based on the model of mythology.
Goody [Ong 1977] has suggested that shifts labeled as shifts from magic to science, or from the so-called “pre-logical” to the more and more “rational” state of consciousness, or from Lévi-Strauss’s “savage” mind (or mythical thought) to domesticated thought, can be more economically and cogently explained as transitions from orality to various stages of literacy.
The psychological and symbolic role of myth

Róheim [Campbell] argues that in every primitive tribe (essentially every primary oral culture), we can find the medicine man, in the centre of society and it is easy to prove that this shaman is either neurotic, or psychotic, or that at least his art is based on the mechanisms of a neurosis or a psychosis. In a way, his role is to fight the “demons”, so the rest of the tribe can hunt and fight in real life. According to Campbell (Campbell, 1993), the role of the medicine man is to make visible the systems of symbolic fantasy, which are present in the psyche of every adult in the primitive society. These symbolic fantasies are manifested through the myths and the dreams of these cultures.
The symbolism of mythology has an essential psychological importance. Specifically, from the spectrum of psychoanalytic research one can postulate that either myths have a dream-like nature, or that dreams are symptomatic of the dynamic that develops in the psyche of an individual. Campbell states that, “dream is the personalized myth, while myth is the de-personalized dream”. Sigmund Freud, Carl G. Jung, Wilhelm Stekel, Otto Rank, Karl Abraham, Géza Róheim, and many more have developed a modern tradition of dream and mythic comprehension. Although, the aforementioned scientists differ in specific notions in their work, they all converge in a immensely unified move, with a large body of common principles. 
Through myths and wonder tales, that supposedly describe the lives of mythical heroes, divine powers of the gods, the spirits of the dead and the totemic ancestors of a culture, a symbolic expression is given to unconscious desires, fears and tensions that succumb the conscious patterns of human behavior (Campbell, 1993). In other words, mythology is a form of psychology false identified as biography, history and cosmology.

Many natural phenomena like the summer, the winter, the lunar phases and the rainy seasons, have passed through the prism of mythology (Jung, 1991). These processes are in no way allegories of these objective phenomena. They are symbolic expressions of the internal unconscious drama of the psyche, which becomes approachable to the human consciousness through a process of projection that is reflected in the events of nature. An allegory is a paraphrase of a conscious content, while a symbol is the best possible expression of an unconscious content, who’s nature we can only assume since it is still unknown to us.

Carl G. Jung used the term archetype to define ancient motifs of personality; in myths, fairy tales and dreams there are some frequently appearing types of characters, symbols, patterns and certain relationships between them. Characters like the heroes that perform a holly mission, the heralds, the wise mentors are all manifestations of an archetype. Although Jung’s study was made mostly through the prism of clinical psychology and not narratology, many writers use the archetypes, many times instinctually to produce dramatic experiences that are universally recognizable (Vogler, 2007). These primordial images however are not definite mythological images or motifs. "The archetype is a tendency to form such representations of a motif - representations that can vary a great deal in detail without losing their basic pattern" (Jung, 1968). An archetype also, does not map to a meaning in a one-to-one relationship, in the manner that a word is mapped to a meaning in language (Gras, 1981).

A major concept in the understanding of the archetypes is what Jung (Jung, 1991) defined as the collective unconscious. The collective unconscious comprises a part of an individuals psyche and can be distinguished from the personal unconscious from the fact that the first does not owe its existence to personal experiences, and thus it is not a personal property. While the personal unconscious is comprised by content that was once conscious, but have disappeared from consciousness, either because they are forgotten or because they are repressed, the content of the collective unconscious was never conscious. For this reason the content of the collective unconscious has never been acquired personally and owes its existence in heredity. The so-called feeling-toned complexes comprise the content of the personal unconscious, which consists the personal and individual side of mental life. The contents of the collective unconscious on the other hand, are called archetypes. The term archetype is an explanatory paraphrase of the Platonic “eidos” (type); in other words the archetype is related to primordial (or ancient) types, meaning universally recognizable images that pre-existed from ancient times. 

During the first stages of an infant’s development an emergent mythology can be observed in the child's dreams and fantasies. The infantile fantasies that we all nurture in our unconscious can be found in myth, fairy tales and in religious symbols (Campbell, 1993).
Mythic structures

In this section, an investigation on theories regarding mythic narrative structures will follow. Most of these theories are concerned with the structural elements of myths, with the central goal behind them being, the understanding of myth. As Lévi-Strauss (Lévi-Strauss, 1955) argues, mythology confronts its student with a contradictory situation. On the one hand, it would seem that any event could happen in the course of a myth. There is no logic, nor any continuity. Any characteristic could be attributed to any subject and every conceivable relation can be met; everything seems possible. But on the other hand, this seemingly arbitrarily nature is undermined but the many similarities between myths around the world. So the problem that arises is: “if the content of a myth is contingent, how are we going to explain the throughout the world myths do resemble one another so much?”
Joseph Campbell’s Monomyth, Christopher Vogler’s Hero’s Journey
Along the hero myths, many times a common pattern emerges; Joseph Campbell (Campbell, 1993) named this pattern the monomyth. It is describes as a journey of a hero from his worlds of ordinary life to a strange and unknown word and back. The structural elements of the monomyth are the processes of separation, initiation and return. Campbell also recognized the appearance of certain Jungian archetypes in all myths, with the archetype of the hero being the most central one (and the protagonist of the story). The elements that comprise the monomyth are described bellow:

The mythological hero starting from his common day, hut or castle, passes the threshold of adventure either by, drifting away, by being lost or by venturing by his own will. There he meets a dark presence, which is guarding the passage. The hero must face or reconcile with this force and enter the dark kingdom alive (e.g. brother battle, dragon battle, offering, seduction) or be slain by his opponent and descend to death (e.g. mutilation, crucifixion).

Beyond the threshold, the hero travels in an unknown world, where some familiar forces pose a fatal threat to him (tests), while others provide him with magical help (helpers). When he/she reaches the nadir of his mythological journey he is succumbed to an ultimate test, where he/she wins his/hers reward.

This triumph can be represented as a sexual union of the hero with the goddess-mother of the world (holly marriage), as the recognition by the creator-father (father atonement), as the hero’s own deification (apotheosis) or if the divine forces remain hostile against him/her, we come upon the event of the theft of the ultimate boon that he/she came to acquire (bride abduction, fire theft). The intrinsic meaning of this triumph is the extension of consciousness and as a result the extension of being (illumination, purification, freedom). The last stage is that of the return.

If the divine forces have blessed the hero, then he/she continues his/hers journey under their protection (emissary), if not, then he/she flees, and is pursued (transformational flight, obstacle flight). At the threshold of the return the godly powers must stay behind. The hero re-emerges from the kingdom of dread (return, resurrection). The divine boon that he/she brings restores the world to its initial state (Elixir).

Many myths differ in aspects from the model of the monomyth. Some stories isolate and enlarge one or two typical elements of the full cycle (the motif of the testing, the motif of the flight, the abduction of the bride). Other stories position a sequence of independent cycles in a large array (as in the Odyssey). Different characters or episodes can be merged, while one element can duplicate itself and reappear under some changes.
Christopher Vogler (Vogler, 2007) adapted Campbell’s model into a writing framework for screenwriters, which follows a dramatic structure. He mapped the states of separation, initiation and return onto 3 dramatic acts, as in the classical dramas. This description is influenced by the written transcriptions of myths, as in the oral tradition the narratives do not necessarily follow a typical linear plot. Vogler’s Hero’s Journey has 12 stages; the next table presents the relation between Campbell’s and Vogler’s models:

	VOGLER
	CAMPBELL

	ACT ONE
	DEPARTURE, SEPARATION

	Ordinary world
	World of common day

	Call to adventure
	Call to adventure

	Refusal of the call
	Refusal of the call

	Meeting with the mentor
	Supernatural aid

	Crossing the first threshold
	Crossing the first threshold

	
	Belly of the Whale

	ACT TWO
	DESCENT, INITIATION, PENETRATION

	Test, allies, enemies
	Road of trials

	Approach to the inmost cave
	

	Ordeal
	Meeting with the Goddess (romantic branch of the Ordeal)

	
	Woman as Temptress (romantic branch of the Ordeal)

	
	Atonement with the Father (ordeal as challenging the authority of a parental figure)

	
	Apotheosis

	
	The Ultimate Boon

	ACT THREE
	RETURN

	The road back
	Refusal of the return

	
	The Magic Flight

	
	Rescue from within

	
	Crossing the return threshold

	
	Return

	Resurrection
	Master of the two worlds

	Return with the Elixir
	Freedom to live


He also identified the 8 more common and useful archetypes in the monomyth: 

· The hero, 
· The mentor, 
· The threshold guardian, 
· The herald, 
· The shape-shifter, 
· The shadow, 
· The ally, 
· And the trickster. 
According to him each archetype serves a dramatic and a psychological function. The Hero’s Journey is a well-known narrative structure as it is found in many films and video games (mainly due to Vogler’s dramatized version).

The morphological analysis of Vladimir Propp

Vladimir Propp (Propp, 1968) in his morphological analysis of the Russian fairy tale identified the functions that are performed by the characters (dramatis personae) of the Russian fairy tale and based his study on these functions. The names and attributes of the characters change in the various fairy tales but not their actions or functions. "Function is understood as an act of a character, defined from the point of view of its significance for the course of the action" (Propp, 1968). Propp found that the functions are distributed among the characters through 7 spheres of action: 

· The sphere of action of the villain, 

· The sphere of action of the donor, 

· The sphere of action of the helper, 

· The sphere of action of a princess and of her father, 

· The sphere of action of the dispatcher 

· The sphere of action of the hero. 

These spheres of actions can be mapped to the actions performed by the archetypes in myth. Propp found that some tales two or more series of functions which he called moves. Every new villainous act creates a new move. The pattern observed by Propp is very similar to the monomyth; in fact he argued that the fairy tale in his morphological bases represents a myth.

The functional units of the characters’ actions specify abstract relationships occurring in numerous folktales as sequences of actions but are independent of the particular characters in the folktale (Thorndyke, 1975). These functional relationships are almost content-free in that they may occur among many different characters in many different stories. The functions constitute the structural components of a fairy tale.

The 31 functions as described by Propp are listed bellow, along with Propp’s system of conventional signs. Note that the initial situation is merely an introductory part to the story and thus is not considered a function by Propp. The initial situation may be the enumeration of the members of the family, or an introduction to the hero in terms of his/hers name or indication of his/hers status.

Initial situation (α).

I. One of the members of a family absents himself from home (β).

II. An interdiction is addressed to the hero (γ).

III. The interdiction is violated (δ).

IV. The villain makes an attempt at reconnaissance (ε).

V. The villain receives information about his victim (ζ).

VI. The villain attempts to deceive his victim in order to take possession of him or of his belongings (η).

VII. The victim submits to deception and thereby unwittingly helps his enemy (θ).

VIII. The villain causes harm or injury to a member of a family (A).

VIIIa. One member of a family either lacks something or desires to have something (a).

IX. Misfortune or lack is made known; the hero is approached with a request or command; he is allowed to go or he is dispatched (B).

X. The seeker agrees to or decides upon counteraction (C).

XI. The hero leaves home (↑).

XII. The hero is tested, interrogated, attacked, etc., which prepares the way for his receiving either a magical agent or helper (D).

XIII. The hero reacts to the actions of the future donor (E).

XIV. The hero acquires the use of a magical agent (F).

XV. The hero is transferred, delivered, or led to the whereabouts of an object of search (G).

XVI. The hero and the villain join in direct combat (H).

XVII. The hero is branded (J).

XVIII. The villain is defeated (I).

XIX. The initial misfortune or lack is liquidated (K).

XX. The hero returns (↓).

XXI. The hero is pursued (Pr).

XXII. Rescue of the hero from pursuit (Rs).

XXIII. The hero, unrecognized, arrives home or in another country (o).

XXIV. A false hero presents unfounded claims (L).

XV. A difficult task is proposed to the hero (M).

XVI. The task is resolved (N).

XVII. The hero is recognized (Q).

XVIII. The false hero or villain is exposed (Ex).

XXIX. The hero is given a new appearance (T).

XXX. The villain is punished (U).

XXXI. The hero is married and ascents the throne (W).
For each function Propp also gives a set of examples from his working material of 100 fairy tales. For example in function γ he gives the group of examples (γ1): “You dare not look into this closet”, “If Bába Jagá comes, don’t you say anything, be silent”, etc.

The structural study of Lévi-Strauss

According to Lévi-Strauss (Levi-Strauss, 1995), in a mythical structure, at the beginning of a myth two seemingly unrelated stories begin. During the course of the myth, these stories tangle in-between them until they completely merge, forming a common theme. In mythical stories periodically appearing themes hide a common meaning, while appearing in different forms (e.g. the sword conquers love, gold conquers power). 
Myths are narrations made up of their own language. However, they form their own unique code, whose structural units are more complex than the words and sentences of language. Lévi-Strauss called these units “mythemes”. The mythemes are consisted of bundles of sentences that assert associations. Each mytheme has a meaning that belongs to a higher signification, which emerges through the recurring variations of similar events (Gras, 1981). All the common bundles of sentences define a mytheme.

Lévi-Strauss (Levi-Strauss, 1995) argues that it is impossible to understand myth as a serial sequence of events. In order to understand it one must comprehend it as a whole. The essential meaning of myth lies in the groups of events, even if these events are located in different parts of a story. He also compared myth with a musical score. In a music sheet for an orchestra, each page consists of the vertically organized parts of every instrument. The theme of every instrument acquires meaning only when it is read along with the other parts, as a whole, reading the lines together with the rows. In the same manner a myth can be comprehended.

 For this un-linear sort of comprehension, all common units must be sorted in rows. These elements form the mythemes. An example of this form of work can be described in Lévi-Strauss’s (Lévi-Strauss, 1955) analysis of the Oidepal myth.

	Kadmos seeks his sister Europa ravished by Zeus
	
	
	

	
	
	Kadmos kills the dragon
	

	
	The Spartoi kill each other
	
	

	
	Oedipus kills his father Laios
	
	Labdacos (Laios’ father) = lame

	
	
	Oedipus kills the Sphinx
	Laios (Oedipus’ father) = left-sided

	Oedipus marries his mother Jocasta
	
	
	

	
	Eteocles kills his brother Polynices
	
	Oedipus = swollen foot

	Antigone buries her brother Polynices despite prohibition
	
	
	


For the narration of the myth, a reading of the lines from left to right will suffice. But, for the comprehension of the myth the reading column by column, from left to right, is required. Every column is considered as a unit and represents a mytheme.

The first column expresses the overrating of blood relations. It concerns blood relation that are over-emphasized (they are subject to a more intimate treatment than they should be). The second, represents the same theme but inverted; that is, the underrating of blood relations. The third column represents the slaying of monsters, while the fourth describes the genealogy of Oedipus. More specifically, all the names of the genealogy are implying difficulties to walk and to behave straight.

The relationship between the two last columns has to do with a cosmogonical motif. The dragon is a chthonian being that has to be slain in order for humanity to be born from the earth and the Sphinx is a monster that denies men to live. Due to the fact that, these tyrants are defeated in the end, we can say that the common theme of the third column is the denial of the autochthonous origin of man. In mythology, the men that were born from the earth were either unable to walk or walked clumsily. So, the common theme of the fourth column is the persistence of the autochthonous origin of man.

The first column relates with the second, as the third relates with the fourth. The contradictory relationships between them are identical, since they are self-contradicting in a similar way. When a notion is ambiguous and consists from units that show an opposing relation between them, then the same unit may have either positive or negative value, depending on the context (Gras, 1981). This example presents a transitional morphology of the structure of mythical thought.

In Lévi-Strauss’s model, two opposing terms with no intermediary always tend to be replaced from two similar ones that use a third one as a mediator. Then one of the two polar terms and the mediator are replaced by a new triad, and so on. All these iconic mediations facilitate the harmonization of these oppositions (Gras, 1981). This process produces a pleasant emotion, similar with that of an aesthetic experience, which could be defined as “a catharsis of clarification”.

Through this kind of analysis, the meaning of the Oedipal myth emerges. The myth approaches the inability of a culture, that believes that the origin of human kind is autochthonous, to find a satisfactory explanation for the transition between the theory and knowledge, that a person is born through the union of a man with a woman. Although this problem cannot be solved, the myth of Oedipus provides a logical tool that relates the initial problem, birth from one or birth from two?, with the similar problem, birth from different or birth from he same? Through this kind of relation the overrating of blood relation and the underrating of blood relations is the same endeavor with the escape from autochthony and with the inability to succeed in it.

Again we can find similarities with Campbell’s theory. Campbell (Campbell, 1993) also analyzed the opposing themes that are found in myths. The cosmogonical myths, often illustrate the conflicts that take place in the created world through two facets. According to him, the essential paradox of myth lies in the paradoxical notion of the double focus. He states that, in the beginning of the cosmogonic cycle, on the one hand we could state that God did not participate in the events, at the same time though God is the creator-messiah-destroyer. For this reason, at this crucial time when the One breaks into many, destiny simultaneously creates and is created. From the view of the source, the world is a majestic harmony of forms that are manifest, explode and vanish. From the point of the creatures that inhabit this world, that which is experienced is terrible cacophony war cries and pain. Myths, do not deny this agony (e.g. the crucifixion), but reveal inside, behind and around this heavenly rose.

The two worlds behind myths are the divine and the human, and can only by represented as diametrically opposite; opposite, like life and death or day and night. However, the two words are actually the one and the same. The kingdom of the gods is a forgotten dimension of the world, as we know it. The exploration of this dimension willingly or not, defines the task of the hero. Thus, in a similar way, we can see the mediation and reconciliation of two opposing themes.

Of course, the theory of Lévi-Strauss, in the example of the Oedipal myth does not include any divine notions. However, Campbell’s theory analyzes the concept of God through a psychological standpoint. He does not state that the validity of myth is of historical or of religious importance. We can observe that both theories relate to the use of myth as a medium to overcome a contradiction of psychological nature. 
A general macro-structure

Interactive storytelling implementations

Many approaches have been made to apply Propp's morphology in an interactive storytelling system (Meehan, 1976), (Weyhrauch, 1997), (Szilas, 1999), (Fairclough & Cunningham, 2003). Machado, Brna and Paiva (Machado, Brna, & Paiva, 2004) developed an interactive application of Propp’s model for children. They extended Propp’s functions to plot points, which are presented by a set of plot goals. Each generic goal is translated into a plan, which constitutes a hierarchical representation of goals and actions. They use a Director Engine that generates story episodes and checks whether there is a conflict between the role of a character with the actions performed by the children in terms of emotional behavior.

Grasbron’s and Braun’s (Grasbon & Braun, 2001) GEIST uses Propp’s theory in an augmented-reality interactive educational story-telling system. GEIST uses predefined scenes (with each scene corresponding to a Proppian function) to form stories. User’s affect the selection of the scenes through their location and through polymorphic functions which are determined depending on user choices. The users interact with the system by walking through the historic site of the Heidelberg castle. The learning material emerges through the stories told by the virtual characters on the scene. GEIST also chooses which scenes will be presented according to the user’s age and preference.

Tomaszewski and Binsted (Tomaszewski & Binsted, 2007) proposed the Eudaemon system, an architecture based on Propp’s functions with the aim to produce a directed interactive drama. The story in their system is constructed at run-time through pre-authored story components, which they called scenes (each scene corresponds to one of Propp’s functions or a set of functions). The story’s direction is influenced by certain actions of the player and by their drama manager, which includes a story model, a set of assigned roles, and a collection of scenes. The user’s interaction is made by text commands and the story is presented as text descriptions; each command and the system’s response correspond to a turn. Eudaemon uses a sub-set of Propp’s functions and does not employ trembling or moves.

Campbell's approach is character-based and thus if incorporated in the design of a game narrative it can better support the player's experience (as opposed to Propp’s function-centered approach) as it depends on the hero's action to develop the game flow (Nitsche, 2009). Hoffman and Riemenschneider (Hoffmann & Riemenschneider, 2004) adopted Vogler’s model in a narrative educational game targeted to children. The users learn information about the Ancient Olympic games in every stage of the Hero’s Journey. The learning material is integrated with the story mostly through the form of dialogue. In every stage of Vogler’s model the player either has some interactive possibilities or watches a movie clip based on the story, though most of the interactive possibilities are located in the Tests, Allies and Enemies stage. 

5. Formulating a mythic narrative framework

Story grammar

Narrative model

The proposed model comprises of 27 stages with each stage representing a narrative event. Each stage has a number of variants that can be employed, a prerequisite (for the selection of the appropriate variant) and an indication, showing whether a particular stage is mandatory (it cannot be omitted) or can be thrice repeated (use of trembling). This model is used to generate random stories for the proposed interactive storytelling application. The story stages of the narrative model are presented in Table 1.
	Story stage
	Depends on Story Stage
	Mandatory 
	Trembling

	1. Initial situation
	
	YES
	NO

	2. The villain causes harm or injury
	1
	YES
	YES

	3. Misfortune is made known; the hero is approached with a request or command
	2
	YES
	NO

	4. Refusal of the call
	
	NO
	NO

	5. Supernatural aid
	4
	NO
	NO

	6. The seeker agrees to or decides upon counteraction
	2
	YES
	NO

	7. The hero leaves home
	
	YES
	NO

	8. The hero is tested, interrogated, attacked, etc.
	
	YES
	YES

	9. The hero reacts to the actions of the threshold guardian
	8
	YES
	YES

	10. The hero acquires the use of a magical agent
	9
	NO
	NO

	11. The road of trials
	
	YES
	YES

	12. Approach to the inmost cave
	
	NO
	NO

	13. The hero and the villain join in direct combat
	2
	YES
	NO

	14. The hero is branded
	
	NO
	NO

	15. The villain is defeated
	
	YES
	NO

	16. The initial misfortune is liquidated
	2
	YES
	NO

	17. Refusal of the return
	
	NO
	NO

	18. The hero returns
	
	YES
	NO

	19. The hero is pursued
	
	YES
	YES

	20. Rescue of the hero from pursuit
	19
	YES
	YES

	21. The hero, unrecognized, arrives home or in another country
	1
	YES
	NO

	22. A false hero presents unfounded claims
	
	NO
	NO

	23. The hero is recognized
	21
	YES
	NO

	24. The false hero or villain is exposed
	2 and/or 22
	NO
	NO

	25. The hero is given a new appearance
	
	YES
	NO

	26. The villain is punished
	2
	NO
	NO

	27. Freedom to live
	
	YES
	NO


Character functions

Apart from the hero character (which will be controlled by the user), the system will use a group of virtual characters that will be recycled through the generated stories. Each character will be able to perform certain sets of actions. The actions are grouped via the archetypes that are found in the monomyth, as proposed by Vogler (Vogler, 2007). These archetypes are the following: the mentor, the threshold guardian, the herald, the shape-shifter, the shadow, the ally and the trickster (the hero archetype corresponds to the user’s avatar).
Repertoire of formulaic phrases

We will also use a set of formulaic phrases that will present specific actions in the narrative. The actions that are constant in our framework include the call to adventure, an act of villainy, the departure from a homeland, etc. For each recurring action a phrase containing rhyme or alliteration will be used at specific points of the story. Through these formulaic phrases and through the continuous experimentation with the application, we argue that the children will build a coherent sequence of the events that take place.

The role of interaction

6. Design framework for interactive storytelling applications

Story generation

User interaction

Inclusive design issues

7. Implementation of an educational interactive storytelling application
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